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#### Abstract

In clinical development, a two-stage design combining two separate studies (e.g., a phase II dose finding study and a phase III confirmatory study) into a single trial is commonly considered. The purpose of a two-stage design is not only to reduce lead time between the two studies, but also to evaluate the treatment effect in a more efficient way. In practice, one of the difficulties in utilizing a two-stage design is that the study endpoints at different stages may be different. For example, a biomarker (or the same study endpoint with different duration) may be considered at the first stage, while a regular study endpoint is used at the second stage. As per the studies the case where both study endpoints are continuous variables with certain correlation structure. In this paper, our attention is on the case where the study endpoints are count data which are obtained at the two stages with different time intervals Statistical procedure for combining data observed from the two different stages are proposed. Furthermore, results on hypotheses testing and sample size calculation are derived for the comparison of two treatments based on data observed from a two-stage design.
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## Introduction

In recent years, the use of a two-stage adaptive seamless design that combines a phase IIb study and a phase III study into a single study has received much attention [1-4]. The purpose of a two-stage adaptive seamless design is not only to accelerate drug development but also to evaluate the treatment in a more efficient way. The major characteristics of a two-stage adaptive phase II/III design include (i) it is able to address study objectives of individual phase IIb and phase III studies and (ii) it utilizes data collected from both phase IIb and phase III studies for a combined final analysis. The efficiency of a twostage design, however, has been challenged by some researchers [5]. Moreover, it is not clear how the final combined analysis should be performed if the study objectives and/or study endpoints are similar but different at different phases [6].

In practice, a two-stage design is often applied to combine a phase IIb dose finding study and a phase III efficacy confirmatory trial. Thus, the study objectives at different stages are different (i.e., dose selection versus efficacy confirmation). Moreover, to speed up the drug development, the study endpoints at different stages may be different. For example, a biomarker may be considered at the first stage and a regular study endpoint is used at the second stage provided that the biomarker is predictive of the regular study endpoint. In these cases, the validity of the standard test statistics for combining data collected from both phases is questionable. In particular, this will have an impact on the sample size allocation in order to achieve the desired power at a pre-specified level of significance at each stage.

In general, there may be four different scenarios for a two-stage adaptive seamless design. In particular, in the two stages, (i) the study objectives and the study endpoints are the same; (ii) the study objectives are the same but the study endpoints are different; (iii) the study objectives are different but the study endpoints are the same; (iv) the study objectives and the study endpoints are different. Certainly, these different cases are formulated for different purposes. For instance,
case (iii) is often set up for dose finding in the first stage and efficacy confirmation in the second stage. Study with biomarker or clinical endpoint with different durations at the two stages while the objective is for dose selection in the first stage but efficacy confirmation in the second stage would lead to the scenario described in case (iv).

Under the similar setting, Chow et al. [6] proposed a test statistic utilizing data collected from both phases assuming that there is a wellestablished relationship between the two different study endpoints and derived formulas for sample size calculation/allocation based on the proposed test statistic. However, in many clinical studies, it may not be feasible to monitor the patients continuously. For example, the number of subjects "survived" or "onset of a disease" out of the $n$ test subjects at the end of the study period is observed instead of recording the exact time. In other words, the exact time where the event occurred after a treatment is administered cannot be observed. Thus, the main theme of this paper is to develop testing procedures for the comparison of the effects of different treatments based on event data collected from two stages. In particular, we assume that the durations of the two stages are different. The second stage is with duration $L$ whilst the duration of the first stage is $c L$ with $0<c<1$. This setup would facilitate the gathering of some information in a relative short period of time and then settle on the plan for the future stages.

In this paper, we propose an improved test statistic under a Weibull distribution based on the location parameter of median. In the next section, the proposed method for combining data observed from

[^0]two different stages is described. Results for the hypotheses testing of equality, superiority, non-inferiority and equivalence of two treatments are presented in the Section: Hypothesis Testing. Section: Sample Size Calculation gives results for the sample size calculation for achieving a desired power corresponding to each of the hypotheses considered in the section Hypothesis Testing. Section: Numerical Study gives the results of a numerical study. A brief concluding remark is given in the last section.

## Description of the Problem

Consider a two-stage adaptive seamless design for comparing two treatments, namely, a test treatment versus a control agent. Suppose that the study duration of the $1^{\text {st }}$ stage is $c L$ and the study duration of the $2^{\text {nd }}$ stage is $L$ with $c<1$. Assume that the response is determined by the lifetime $t$, and the corresponding lifetime distribution function for the test treatment and the control agent are $G 1(t, \boldsymbol{\theta 1})$ and $G 2(t, \boldsymbol{\theta})$, respectively. Suppose that a respondent is defined as an individual with survival time larger than the study duration. Let $r_{1}$ and $s_{1}$ be the numbers of respondents out of $n_{1}$ and $m_{1}$ randomly selected individuals in the first and second stages for the test treatment respectively. Similarly, $r_{2}$ and $s_{2}$ are the numbers of respondents out of $n_{2}$ and $m_{2}$ individuals in the first and second stages for the control treatment respectively.

Based on the observed data, the likelihood functions for the test and control treatments can be obtained as follows

$$
\begin{equation*}
L_{i}\left(\boldsymbol{\theta}_{i}\right)=G_{i}^{r_{i}}\left(c L, \boldsymbol{\theta}_{i}\right)\left[1-G_{i}\left(c L, \boldsymbol{\theta}_{i}\right)\right]^{n_{i}-r_{i}} G_{i}^{s_{i}}\left(L, \boldsymbol{\theta}_{i}\right)\left[1-G_{i}\left(c L, \boldsymbol{\theta}_{i}\right)\right]^{m_{i}-s_{i}} \tag{2.1}
\end{equation*}
$$

for $i=1$, 2 ; where $i=1$ represents the test treatment and $i=2$ represents the control treatment. Assume that the lifetimes under the test and control treatments are both Weibull distributed. Denote by $\mathrm{G}(\mathrm{t} ; \lambda, \beta)$ the cumulative distribution function of a Weibull distribution with $\lambda, \beta>0$ then, $G(t ; \lambda, \beta)=1-e^{-(t / \lambda)^{\beta}}$. In particular, for $i=1,2, G_{i}$ $\left(t ; \boldsymbol{\theta}_{i}\right)=G\left(t ; \lambda_{i} \beta_{i}\right)$ and the likelihood functions become

$$
\begin{equation*}
L_{i}\left(\lambda_{i}, \beta_{i}\right)=\left(1-e^{-\left(c L / \lambda_{i}\right)^{\beta_{i}}}\right)^{r_{i}} e^{-\left(n_{i}-r_{i}\right)\left(c L / \lambda_{i}\right)^{\beta_{i}}}\left(1-e^{-\left(L / \lambda_{i}\right)^{\beta_{i}}}\right)^{s_{i}} e^{-\left(m_{i}-s_{i}\right)\left(L / \lambda_{i}\right)^{\beta_{i}}} \tag{2.2}
\end{equation*}
$$

The maximum likelihood estimators (MLE) of $\lambda_{i}$ and $\beta_{i}$ can be found by solving the following equations $\left(n_{i}-r_{i}\right) / n_{i}=e^{-\left(c L / \lambda_{i}\right)^{\beta_{i}}}$ and $\left(m_{i}-s_{i}\right) / m_{i}=e^{-\left(L / \lambda_{i}\right)^{\beta_{i}}}$, which are obtained by setting the first order partial derivatives with respect to the parameters to zero. In particular, the MLEs of and are given as $\beta_{i}$ and $\lambda_{i}$, are given as

$$
\begin{equation*}
E\left(\hat{\lambda}_{i}\right)= \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\lambda}_{i}=L\left[\log \left(m_{i} /\left(m_{i}-s_{i}\right)\right)\right]^{-\hat{\beta}_{i}^{-1}} \tag{2.4}
\end{equation*}
$$

Note that the MLEs of $\lambda_{i}$ and $\beta_{i}$ exists only when $0<r_{i} / n_{i}<s_{i} / m_{i}<1$.
The expectations of $\hat{\lambda}_{i}$ and $\hat{\beta}_{i}$ are obtained based on normal approximation of $\left(n_{i}-r_{i}\right) / n_{i}$ and $\left(m_{i}-s_{i}\right) / m_{i}$ for sufficiently large $n_{i}$ and $m_{i}$. In particular,

$$
\begin{equation*}
E\left(\hat{\lambda}_{i}\right)=\lambda_{i}+B_{\lambda_{i}}+o\left(m_{i}^{-1}\right)+o\left(n_{i}^{-1}\right) \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\hat{\beta}_{i}\right)=\beta_{i}+B_{\beta_{i}}+o\left(m_{i}^{-1}\right)+o\left(n_{i}^{-1}\right) \tag{2.6}
\end{equation*}
$$

where

$$
\begin{aligned}
B_{\lambda_{i}} & =\frac{\left(e^{x_{i 1}^{\beta_{i}}}-1\right) \lambda_{i} \log x_{i 1}}{2 m_{i} x_{i 2}^{2 \beta_{i}} \beta_{i}^{2} \log ^{2} c}\left(\log x_{i 1}-2+\beta_{i}\left(1-x_{i 2}^{\beta_{i}}\right) \log c\right) \\
& +\frac{\left(e^{x_{i 1}^{\beta_{i}}}-1\right) \lambda_{i} \log x_{i 2}}{2 n_{i} x_{i 1}^{2 \beta_{i}} \beta_{i}^{2} \log ^{2} c}\left(\log x_{i 2}-2-\beta_{i}\left(1-x_{i 1}^{\beta_{i}}\right) \log c\right)
\end{aligned}
$$

and

$$
B_{\beta_{i}}=\frac{1}{2 x_{i 1}^{2 \beta_{i}} \log c}\left[\frac{c^{2 \beta_{i}}\left(1-x_{i 2}^{\beta_{i}}\right)\left(e^{x_{i 2}^{\beta_{i}}}-1\right)}{m_{i}}-\frac{\left(1-x_{i 1}^{\beta_{i}}\right)\left(e^{x_{i 1}^{\beta_{i}}}-1\right)}{n_{i}}\right],
$$

with $x_{i 1}=c L / \lambda_{i}$ and $x_{i 2}=L / \lambda_{i}, i=1,2$. Note that for sufficiently large $m_{i}$ and $n_{i}$, both $\left(\hat{\lambda}_{i}-E\left(\lambda_{i}\right)\right) / \sigma_{\hat{i}_{i}} \xrightarrow{d} N(0,1)$ and $\left(\hat{\beta}_{i}-E\left(\beta_{i}\right)\right) / \sigma_{\beta_{i}} \xrightarrow{d} N(0,1)$, where $\quad \sigma_{\lambda_{i}}=\frac{\lambda_{i}}{\beta_{i} x_{i 1}^{\beta_{i}}|\log c|} \sqrt{\frac{\left(e^{x_{i 2}^{\beta_{i}}}-1\right) c^{2 \beta_{i}} \log ^{2} x_{i 1}}{m_{i}}+\frac{\left(e^{x_{i 1}^{\beta_{i}}}-1\right) \log ^{2} x_{i 2}}{n_{i}}}$ and $\sigma_{\beta_{i}}=\frac{1}{x_{i 1}^{\beta_{i}}|\log c|} \sqrt{\frac{c^{2 \beta_{i}}\left(e^{x_{i 2}^{\beta_{i}}}-1\right)}{m_{i}}+\frac{\left(e^{x_{i 1}^{\beta_{i}}}-1\right)}{n_{i}}}$.

Using the invariance property of maximum likelihood estimation, the MLE $\hat{\sigma}_{\lambda_{i}}$ of $\sigma_{\lambda_{i}}$ can be obtained by substituting $\lambda_{i}$ and $\beta_{i}$ with their corresponding MLEs, $\hat{\lambda}_{i}$ and $\hat{\beta}_{i}$, respectively. Similarly, $\hat{\sigma}_{\beta_{i}}$, $\hat{B}_{\lambda_{i}}$ and $\hat{B}_{\beta_{i}}$ are defined accordingly. Using normal approximation, $\left(\hat{\lambda}_{i}-\hat{B}_{\lambda_{i}}-z_{\alpha / 2} \hat{\sigma}_{i}, \hat{\lambda}_{i}-B_{\lambda_{i}}+z_{\alpha / 2} \hat{\sigma}_{\lambda_{i}}\right)$ and $\left(\hat{\beta}_{i}-\hat{B}_{\beta_{i}}-z_{\alpha / 2} \hat{\sigma}_{\beta_{i}}, \beta_{i}-B_{\beta_{i}}+z_{\alpha / 2} \sigma_{\beta_{i}}\right)$ are approximate $100(1-\alpha) \%$ confidence intervals of $\lambda_{i}$ and $\beta_{i}$ where $\hat{B}_{\lambda_{i}}$ and $\hat{B}_{\beta_{i}}$ may be omitted when $n_{i}$ and $m_{i}$ are large enough.

## Hypothesis Testing

In pharmaceutical applications, it is usually of interest to estimate the median lifetime. Thus, the comparison of the control and test treatments is usually based on the medians of the corresponding lifetime distributions. In particular, let $M$ be the median of a Weibull distribution, which is given as $\lambda(\log 2)^{1 / \beta}$. The following sections discuss the results for the testing of equality, superiority, non-inferiority and equivalence between the medians of the control and test treatments.

## Test for equality

For the testing of equality, the hypotheses are formulated as

$$
\begin{equation*}
H_{0}: M_{1}=M_{2} \quad \text { vs } \quad H_{1}: M_{1} \neq M_{2} \tag{3.1}
\end{equation*}
$$

where $M_{i}, i=1,2$ is the median of the lifetime distribution of the test and control treatment respectively. Denote the MLE of $M_{i}$ by $\hat{M}_{i}$. Applying Taylor series expansion, it can be showed that $E\left(\hat{M}_{i}\right)=M_{i}+n_{i}^{-1} B_{1 M_{i}}+m_{i}^{-1} B_{2 M_{i}}+o\left(n_{i}^{-1}\right)+o\left(m_{i}^{-1}\right)$, for $i=1,2$, where
$B_{1 M_{i}}=\frac{M_{i}\left(e^{e_{i}^{i / i}}-1\right)}{2 \beta_{i}^{2} x_{i 1}^{\beta / \beta_{1}} \log { }^{2} c}\left[\log x_{i 2}\left(\log \left(\lambda_{i} L M_{i}^{-2}\right)-2\right)+\log \left(\lambda_{i}^{-1} M_{i}\right)\left(2+\log \left(\lambda_{i}^{-1} M_{i}\right)\right)+\beta_{i}\left(1-x_{i l}^{\beta_{i}}\right) \log c \log \left(L^{-1} M_{i}\right)\right]$
and
$B_{2 M_{i}}=\frac{M_{i}\left(e^{r_{2}}-1\right)}{2 \beta_{i}^{2} x_{i}^{\beta_{i}} \log ^{2} c}\left[\log x_{i n}\left(\log \left(\lambda_{i} C L M_{i}^{-2}\right)-2\right)+\log \left(\lambda_{i}^{-1} M_{i}\right)\left(2+\log \left(\lambda_{i}^{-1} M_{i}\right)\right)+\beta_{i}\left(1-x_{i 2}^{\beta}\right) \log c \log \left(c L M_{i}^{-1}\right)\right]$.
Based on the asymptotic normality of $\left(\hat{\lambda}_{i}, \beta_{i}\right), \hat{M}_{i}$ can be approximated by a normal distribution for sufficiently large $n_{i}$ and $m_{i}$. In particular,

$$
\begin{equation*}
v_{i}^{-1 / 2}\left(\hat{M}_{i}-E\left(M_{i}\right)\right) \xrightarrow{d} N(0,1), \tag{3.2}
\end{equation*}
$$

where $\quad v_{i}=\frac{M_{i}^{2}}{\beta_{i}^{2} x_{i 1}^{2 \beta_{1}} \log ^{2} c}\left[m_{i}^{-1} c^{2 \beta_{i}}\left(e^{\varepsilon_{i /}}-1\right) \log ^{2}\left(c L M_{i}^{-1}\right)+n_{i}^{-1}\left(e^{\varepsilon_{i i}^{\beta_{i}}}-1\right) \log ^{2}\left(L M_{i}^{-1}\right)\right]$.
Note that $\hat{M}_{1}$ and $\hat{M}_{2}$ are independent. Thus, $\left(v_{1}+v_{2}\right)^{-1 / 2}\left(\hat{M}_{1}-M_{2}+E\left(M_{2}\right)-E\left(M_{1}\right)\right) \xrightarrow{d} N(0,1)$.

Let $\hat{\nu}_{i}$ be the MLE of $v_{i}$, which is obtained by estimating $\lambda_{i}$ and $\beta_{i}$ with the corresponding MLE, for $i=1$, 2. Similarly, $\hat{B}_{j M_{i}}$ is the MLE of $B_{j M_{i}}, i=1,2, j=1,2$. Then, according to the Slutsky's

Theorem, (3.2) also holds if $v_{i}$ is replaced by $\hat{v}_{i}$. Consequently, $\left(\hat{v}_{1}+v_{2}\right)^{-1 / 2}\left(\hat{M}_{1}-M_{2}-n_{1}^{-1} B_{1 M_{1}}-m_{1}^{-1} B_{2 M_{1}}+n_{2}^{-1} B_{1 M_{2}}+m_{2}^{-1} B_{2 M_{2}}\right)$ asymptotically follows the standard normal distribution under the null hypothesis $H_{0}$ defined in (3.1). Thus, the null hypothesis $H_{0}$ is rejected at an approximate $\alpha$ level of significance if

$$
\left(\hat{0}_{1}+\hat{v}_{2}\right)^{-1 / 2}\left|\hat{M}_{1}-\hat{M}_{2}-n_{1}^{-1} \hat{B}_{1 M_{1}}-m_{1}^{-1} \hat{B}_{2 M_{1}}+n_{2}^{-1} \hat{B}_{1 M_{2}}+m_{2}^{-1} \hat{B}_{2 M_{2}}\right|>z_{\alpha / 2}, \text {, (3.3) }
$$

where $z_{\alpha}$ is the $100 \times(1-\alpha)^{\text {th }}$-percentile of the standard normal distribution.

## Test for superiority

The following hypotheses are considered to identify superiority of the test treatment over the control,

$$
\begin{equation*}
H_{0}: M_{1}-M_{2} \leq \delta \quad \text { vs } \quad H_{1}: M_{1}-M_{2}>\delta, \tag{3.4}
\end{equation*}
$$

where $\delta>0$ is a difference of clinical importance. Obviously, the null hypothesis should be rejected for large value of $\left(\hat{v}_{1}+v_{2}\right)^{-1 / 2}\left(\hat{M}_{1}-M_{2}-\delta\right)$. Under the null hypothesis defined in (3.4), $\left(\hat{v}_{1}+v_{2}\right)^{-1 / 2}\left(\hat{M}_{1}-M_{2}-\delta\right)$ approximately follows a normal distribution for large $n_{i}$ and $m_{i}$. Thus, the null hypothesis in (3.4) is rejected at an approximate $\alpha$ level of significance if

$$
\begin{equation*}
\left(\hat{v}_{1}+v_{2}\right)^{-1 / 2}\left(\hat{M}_{1}-M_{2}-\delta\right)>z_{\alpha} . \tag{3.5}
\end{equation*}
$$

## Test for non-inferiority

To show that the test treatment is not worse than the control, the hypotheses $H_{0}: M_{2}-M_{1} \geq \delta$ vs $H_{1}: M_{2}-M_{1}<\delta$ are considered, which are equivalent to

$$
\begin{equation*}
H_{0}: M_{1}-M_{2} \leq-\delta \quad \text { vs } \quad H_{1}: M_{1}-M_{2}>-\delta, \tag{3.6}
\end{equation*}
$$

where $\delta>0$ is the difference of clinical importance. The hypotheses in (3.6) are of similar form as those for the testing of superiority in (3.4). Thus, the null hypothesis is rejected at an approximate $\alpha$ level of significance if

$$
\begin{equation*}
\left(\hat{v}_{1}+v_{2}\right)^{-1 / 2}\left(\hat{M}_{1}-M_{2}+\delta\right)>z_{\alpha} . \tag{3.7}
\end{equation*}
$$

## Test for equivalence

In clinical trial, it is commonly unknown whether the performance of test treatment is better than the (active) control, especially when prior knowledge of the test treatment is not available. In this case, it is more appropriate to consider the following hypotheses for therapeutic equivalence:

$$
\begin{equation*}
H_{0}:\left|M_{1}-M_{2}\right| \geq \delta \quad \text { vs } \quad H_{1}:\left|M_{1}-M_{2}\right|<\delta . \tag{3.8}
\end{equation*}
$$

The above hypotheses can be tested by constructing the confidence interval of $M_{1}-M_{2}$. Based on Schuirmann (1987) two one-sided tests procedure, it can be verified that the null hypothesis defined in (3.8) is rejected at a significance level $\alpha$ if and only if the $100(1-2 \alpha) \%$ confidence interval

$$
\left(\hat{M}_{1}-\hat{M}_{2}-n_{1}^{-1} \hat{B}_{1 M_{1}}-m_{1}^{-1} \hat{B}_{2 M_{1}}+n_{2}^{-1} \hat{B}_{1 M_{2}}+m_{2}^{-1} \hat{B}_{2 M_{2}}\right) \pm z_{\alpha} \sqrt{\hat{v}_{1}+\hat{v}_{2}}
$$

falls within $(-\delta, \delta)$. In other words, the test treatment is concluded to be equivalent to the control if

$$
\left(0_{1}+v_{2}\right)^{-1 / 2}\left(\hat{M}_{1}-M_{2}-n_{1}^{-1} B_{1 M_{1}}-m_{1}^{-1} B_{2 M_{1}}+n_{2}^{-1} B_{1 M_{2}}+m_{2}^{-1} B_{2 M_{2}}-\delta\right)<-z_{\alpha} \text { (3.9) }
$$

and

$$
\begin{equation*}
\left(\hat{0}_{1}+v_{2}\right)^{-1 / 2}\left(\hat{M}_{1}-M_{2}-n_{1}^{-1} B_{1 M_{1}}-m_{1}^{-1} B_{2 M_{1}}+n_{2}^{-1} B_{1 M_{2}}+m_{2}^{-1} B_{2 M_{2}}+\delta\right)>z_{\alpha} . \tag{3.10}
\end{equation*}
$$

## Sample Size Calculation

In this section, the problem of determining the sample size used in each phase is considered. In practice, the total sample size $N$ for the two phases is often determined such that the corresponding statistical test would achieve a given level of power ( $1-\beta$ ). Consequently, a related question is how to allocate the samples sizes in the two phases given the total sample size is $N$. Thus, the corresponding results of sample size determination for each of the four tests discussed in Section: Hypothesis Testing are presented in the following.

To facilitate the understanding of the idea, the problem is restricted to the case of one treatment in order to get some insight for the generalization to the two treatment case. Suppose that the following hypotheses are considered

$$
\begin{equation*}
H_{0}: M_{1}=M_{0} \quad v s \quad H_{1}: M_{1} \neq M_{0} \tag{4.1}
\end{equation*}
$$

where $M_{0}$ is a pre-specified value. Based on the asymptotic normality of MLE $\hat{M}_{1}$ of $M_{1}$, the null hypothesis $H_{0}$ defined in (4.1) is rejected at an approximate a level of significance if $\hat{0}_{1}^{-1 / 2}\left|\hat{M}_{1}-M_{0}-n_{1}^{-1} B_{1 M_{1}}-m_{1}^{-1} B_{2 M_{1}}\right|>z_{\alpha / 2}$. Since $\hat{0}_{1}^{-1 / 2}\left(\hat{M}_{1}-M_{1}-n_{1}^{-1} B_{1 M_{1}}-m_{1}^{-1} B_{2 M_{1}}\right)$ can be approximated by the standard normal distribution, the power of the above test under the alternative hypothesis $H_{1}$ can be approximated by $\Phi\left(v_{1}^{-1 / 2}\left|M_{1}-M_{0}\right|-z_{\alpha / 2}\right)$, where $\Phi$ is the cumulative function of the standard normal distribution. Hence, in order to achieve a power level of $1-\beta$, the required sample size satisfies $v_{1}^{-1 / 2}\left|M_{1}-M_{0}\right|-z_{\alpha / 2}=z_{\beta}$. Let $m_{1}=\rho n_{1}$. Then the required sample size $N$ for the two stages is given by $N=(1+\rho) n_{1}$ with

$$
\begin{equation*}
n_{1}=\frac{\left(z_{\alpha / 2}+z_{\beta}\right)^{2} \tilde{v}_{1}}{\left(M_{1}-M_{0}\right)^{2}} \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{v}_{1}=\frac{M_{1}^{2}}{\beta_{1}^{2} x_{11}^{2 \beta_{1}} \log ^{2} c}\left[\rho^{-1} c^{2 \beta_{1}}\left(e^{x_{12}^{\beta_{1}}}-1\right) \log ^{2}\left(c L M_{1}^{-1}\right)+\left(e^{x_{11}^{\beta_{1}}}-1\right) \log ^{2}\left(L M_{1}^{-1}\right)\right] . \tag{4.3}
\end{equation*}
$$

Note that with all the other parameters fixed, the required sample size $N$ is a convex function of $\rho$ and the optimal value of $\rho$ is given as

$$
\begin{equation*}
\rho^{*}=\frac{\left(e^{x_{12}^{\beta_{1}}}-1\right)^{\frac{1}{2}} c^{\beta_{1}}}{\left(e^{x_{11}^{\beta_{1}}}-1\right)^{\frac{1}{2}}}\left|1+\frac{\log c}{\log \left(L M_{1}^{-1}\right)}\right| \tag{4.4}
\end{equation*}
$$

Following the similar idea, the sample size to achieve a pre-specified power of $1-\beta$ for the tests discussed in Section: Hypothesis Testing with significance level $\alpha$ can be determined. For testing equality of two treatments based on the comparison of the medians, the required sample size for testing hypotheses (3.1) satisfies the following equation,

$$
-z_{\alpha / 2}+\frac{\left|M_{1}-M_{2}\right|}{\sqrt{v_{1}+v_{2}}}=z_{\beta} .
$$

Let $m_{1}=\rho n_{1}, m_{2}=\xi n_{2}$ and $n_{2}=\gamma n_{1} . v_{i}$ can be expressed as $v_{i}=\tilde{v_{i}} / n_{1}, i=1,2$; where $\tilde{v_{1}}$ is given in (4.3) and

$$
\tilde{ण}_{2}=\frac{M_{2}^{2}}{\gamma \beta_{2}^{2} x_{21}^{2 \beta_{2}} \log ^{2} c}\left[\xi^{-1} c^{2 \beta_{2}}\left(e^{\gamma_{22}}-1\right) \log ^{2}\left(c L M_{2}^{-1}\right)+\left(e^{\gamma_{21}}-1\right) \log ^{2}\left(L M_{2}^{-1}\right)\right] .
$$

The total sample size $N_{T}$ for the two treatment groups is given by $n_{1}[1+\rho+(1+\xi) \gamma]$ with

$$
\begin{equation*}
n_{1}=\frac{\left(z_{\alpha / 2}+z_{\beta}\right)^{2}\left(\tilde{v}_{1}+\tilde{v}_{2}\right)}{\left(M_{1}-M_{2}\right)^{2}} \tag{4.5}
\end{equation*}
$$

Similarly, for the testing superiority, non-inferiority and equivalence, the corresponding $n_{1}$ is given as $\frac{\left(z_{\alpha}+z_{\beta}\right)^{2}\left(\tilde{v}_{1}+\tilde{v}_{2}\right)}{\left(M_{1}-M_{2}-\delta\right)^{2}}$, , ( $\left.z_{\alpha}+z_{\beta}\right)^{2}\left(\tilde{v_{1}}+\tilde{v_{2}}\right) \quad\left(z_{\alpha}+z_{\beta 12}\right)^{2}\left(\tilde{v}_{1}+\tilde{v}_{2}\right)$ $\frac{\left(z_{\alpha}+z_{\beta}\right)^{2}\left(\tilde{v}_{1}+\tilde{v}_{2}\right)}{\left(M_{1}-M_{2}+\delta\right)^{2}}$ and $\frac{\left(z_{\alpha}+z_{\beta / 2}\right)^{2}\left(\tilde{v}_{1}+\tilde{v}_{2}\right)}{\left(\left|M_{1}-M_{2}\right|-\delta\right)^{2}}$, respectively.

## Numerical Study

Note that the results derived in the above sections are based on asymptotic approximation. Thus, in this section, numerical studies are considered to assess the finite sample performance of these results. In practical applications, one has to know the values of $L$ and $c$ in order to determine the required sample size $N$. Therefore, one of the objectives of this numerical study aims to provide some insights to determine the "best" $L$ such that the corresponding sample size is minimized. Furthermore, this numerical study also aims to provide some evidence whether the sample size derived based on approximation, as given in Section: Sample Size Calculation, can actually achieve the nominal power level.

It should be noted that the optimal $\rho$, as given in (4.4), may be very extreme which leads to the sample sizes in the two phases being too unbalanced. To avoid this problem, truncated $\rho$ is considered which is defined as

$$
\rho_{t r}=\left\{\begin{array}{ll}
\rho_{1} & \text { if } \rho^{*}<\rho_{1}  \tag{5.1}\\
\rho^{*} & \text { if } \rho_{1} \leq \rho^{*} \leq \rho_{2} \\
\rho_{2} & \text { if } \rho^{*}>\rho_{2}
\end{array} \quad \text { for constant } \rho_{1}<\rho_{2}\right.
$$

Since $N$ is a convex function of $\rho$ and attains its minimum at $\rho^{*}$, it is easy to verify that $N$ attains its minimum at $\rho_{\mathrm{tr}}$ under the condition $\rho_{1} \leq \rho \leq \rho_{2}$. For demonstration purpose, we choose $\rho_{1}=0.2$ and $\rho_{2}=$ 5 in this numerical study.

Given $\alpha, \beta, \alpha_{1}, \beta_{1}$ and $M_{0}$, the required sample size $N$ is a function of $\rho, c$ and $L$. With $\rho_{\mathrm{tr}}$ substituted into (4.3), optimal values of $c$ and $L$ can be determined by numerical method. However, since $N$ is a discrete function of $c$ and $L$, there is a set of optimal values of $c$ and $L$. In other words, each optimal $L$ is accompanied by a set of optimal c. Thus the best choice of the study duration $L$ is proposed to be the one such that the minimum sample size, say $N^{*}$, is achieved and this choice of $L$, denote by $L^{*}$, is most robust in $c$, where $N^{*}$ is defined as $\min \left\{N(\rho, c, L) \mid \rho_{1} \leq \rho \leq \rho_{2}, c>0, L>0\right\}$. In our numerical study, the grid search method was used to find $L^{*}$. Furthermore, set $\alpha=0.05$, $\beta=0.20$ and the difference between $M_{1}$ and $M_{0}$ was chosen to be 0.2 . Some results are presented in Table 1. It can be seen that $L^{*}$ is roughly equal to the $53^{\text {rd }}$-pcercentile of the Weibull distribution. In addition,
$L^{*}$ is increasing in $\beta_{1}$ and $\lambda_{1}$ while $N^{*}$ is decreasing in $\beta_{1}$ but increasing in $\lambda_{1}$.

In addition to the determination of the optimal duration $L^{*}$, an important issue is to explore the effect of $c$ and deviation of $L$ from its optimal value on the required sample size. To get some insight, a numerical study was conducted with $M_{1}-M_{0}=0.2$ and some selected values of $L$ and $c$. The corresponding results are presented in Table 2. It can be noted that when $L<L^{*}$, the sample sizes are very sensitive to the choice of $c$; whilst N is relatively more robust to the choice of $c$ when $L>L^{*}$. Thus, the results suggest that a study duration slightly larger than $L^{\star}$ should be used when an accurate estimate of $L^{*}$ is not available.

Note that for the four types of comparison, i.e., testing equality, superiority, non-inferiority and equivalence, between the two treatments, the total sample size is dependent on the ratios of sample sizes in the two stages and the two treatments, i.e., $\rho, \xi$ and $\gamma$. An interesting question is how to determine the optimal values of these ratios such that the required total sample size $N_{T}$ is minimized. It can be proved that for given $c$ and $L$, there exist optimal values of $\rho, \xi$ and $\gamma$ such that the total sample size $N_{T}$ is minimized. This result is true for the four types of comparison. In particular, the optimal values of $\rho, \xi$ and $\gamma$ are given as

$$
\begin{align*}
\rho^{*} & =\frac{\left(e^{x_{12}^{\beta_{1}}}-1\right)^{0.5} c^{\beta_{1}}}{\left(e^{x_{11}^{\beta_{1}}}-1\right)^{0.5}}\left|1+\frac{\log c}{\log \left(L M_{1}^{-1}\right)}\right|  \tag{5.2}\\
\xi^{*} & =\frac{\left(e^{x_{22}^{\beta_{2}}}-1\right)^{0.5} c^{\beta_{2}}}{\left(e^{x_{21}^{\beta_{2}}}-1\right)^{0.5}}\left|1+\frac{\log c}{\log \left(L M_{2}^{-1}\right)}\right|  \tag{5.3}\\
\text { and } \gamma^{*} & =\frac{M_{2}\left(e^{x_{21}^{\beta_{2}}}-1\right)^{0.5} \beta_{1} x_{11}^{\beta_{1}}}{M_{1}\left(e^{x_{11}^{\beta_{1}}}-1\right)^{0.5} \beta_{2} x_{21}^{\beta_{2}}}\left|\frac{\log \left(L M_{2}^{-1}\right)}{\log \left(L M_{1}^{-1}\right)}\right| \tag{5.4}
\end{align*}
$$

Following the similar idea of avoiding extreme values, let $\rho_{t r}, \xi_{t r}$ and $\gamma_{t r}$ be the truncated $\rho^{*}, \xi^{*}$ and $\gamma^{*}$, respectively, which are defined similarly as $\rho_{\tau \rho}$ in (5.1). Then, a grid search method is applied to determine the best duration $L^{*}$ with which the total sample size $N_{T}$ is minimized and $N_{T}$ is most robust to $c$. In this study, $\rho_{\tau \rho}, \xi_{t r}$ and $\gamma_{t r}$ are used with the truncated limits chosen as $\rho_{1}=\xi_{1}=\gamma_{1}=0.2$ and $\rho_{2}=\xi_{2}=\gamma_{2}=5$. It should be noted that, unlike $\rho_{t r}$ in the one treatment case, $\rho_{t r}, \xi_{t r}$ and $\gamma_{t r}$ may not necessary be the optimal combinations to give the minimum $N_{T}$. Determination of the required sample size for testing equality of two treatments is considered with $\alpha=0.05$ and $\beta=0.20$. The corresponding optimal durations $L^{*}$ for various combinations of Weibull model parameter values are given in Table 3. Furthermore, a numerical study was conducted to assess the effects of $c$ and the deviation of $L$ from its optimal value $L^{*}$ on the sample size. The results are presented in Table 4. As shown in Table 4, $N_{T}$ is more robust to $c$ when $L>L^{*}$.

Furthermore, a simulation study was conducted to assess the

| $\beta_{1}$ | 1 |  |  |  | 1.5 |  |  |  | 2 |  |  |  | 2.5 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{1}$ | 1.2 | 1.4 | 1.6 | 1.8 | 1.2 | 1.4 | 1.6 | 1.8 | 1.2 | 1.4 | 1.6 | 1.8 | 1.2 | 1.4 | 1.6 | 1.8 |
| $N^{*}$ | 283 | 385 | 503 | 636 | 161 | 219 | 286 | 361 | 102 | 139 | 182 | 230 | 71 | 96 | 125 | 158 |
| L* | 0.908 | 1.059 | 1.211 | 1.332 | 1.014 | 1.184 | 1.355 | 1.495 | 1.037 | 1.236 | 1.416 | 1.585 | 1.084 | 1.267 | 1.449 | 1.592 |
| $L^{*}$ as quantile | 0.531 | 0.531 | 0.531 | 0.523 | 0.540 | 0.541 | 0.541 | 0.531 | 0.526 | 0.541 | 0.543 | 0.539 | 0.540 | 0.541 | 0.542 | 0.521 |

Table 1: Minimum sample size $N^{*}$ and optimal duration $L^{*}$.

| $\beta_{1}$ |  | 1 |  |  |  | 1.5 |  |  |  | 2 |  |  |  | 2.5 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L$ | $\lambda_{1}$ | 1.2 | 1.4 | 1.6 | 1.8 | 1.2 | 1.4 | 1.6 | 1.8 | 1.2 | 1.4 | 1.6 | 1.8 | 1.2 | 1.4 | 1.6 | 1.8 |
| $L^{\text {® }} 1$ | $c=.4$ | 371 | 478 | 601 | 792 | 213 | 272 | 341 | 448 | 168 | 185 | 228 | 285 | 113 | 138 | 168 | 236 |
|  | . 5 | 380 | 482 | 600 | 800 | 218 | 275 | 341 | 452 | 177 | 189 | 230 | 287 | 117 | 141 | 171 | 243 |
|  | . 6 | 394 | 488 | 599 | 811 | 226 | 278 | 341 | 457 | 193 | 195 | 234 | 290 | 124 | 147 | 175 | 255 |
|  | . 7 | 419 | 499 | 598 | 831 | 240 | 284 | 340 | 466 | 223 | 205 | 239 | 295 | 139 | 159 | 184 | 279 |
|  | . 8 | 475 | 521 | 595 | 873 | 272 | 297 | 338 | 485 | 294 | 230 | 251 | 305 | 175 | 187 | 204 | 337 |
| $L^{*} .05$ | $c=.4$ | 315 | 422 | 544 | 714 | 181 | 241 | 311 | 406 | 129 | 159 | 204 | 258 | 85 | 113 | 144 | 196 |
|  | . 5 | 310 | 413 | 533 | 703 | 178 | 237 | 305 | 400 | 130 | 157 | 201 | 254 | 85 | 112 | 143 | 198 |
|  | . 6 | 303 | 403 | 520 | 688 | 175 | 232 | 298 | 392 | 132 | 155 | 197 | 250 | 86 | 111 | 141 | 199 |
|  | . 7 | 294 | 392 | 507 | 669 | 170 | 225 | 290 | 382 | 135 | 151 | 192 | 243 | 86 | 110 | 139 | 202 |
|  | . 8 | 284 | 386 | 504 | 644 | 164 | 220 | 287 | 367 | 142 | 146 | 185 | 234 | 86 | 108 | 135 | 209 |
| $L^{*}$ | $c=.4$ | 292 | 398 | 520 | 670 | 170 | 231 | 301 | 385 | 113 | 151 | 197 | 249 | 78 | 106 | 139 | 178 |
|  | . 5 | 288 | 392 | 512 | 656 | 166 | 226 | 295 | 377 | 110 | 147 | 192 | 243 | 76 | 103 | 135 | 175 |
|  | . 6 | 286 | 389 | 509 | 643 | 165 | 224 | 292 | 369 | 108 | 144 | 188 | 238 | 74 | 101 | 131 | 172 |
|  | . 7 | 285 | 388 | 506 | 640 | 163 | 222 | 290 | 366 | 105 | 142 | 186 | 235 | 73 | 99 | 129 | 168 |
|  | . 8 | 284 | 386 | 505 | 638 | 162 | 220 | 288 | 364 | 103 | 141 | 184 | 232 | 72 | 98 | 127 | 162 |
| $L^{*}+0.05$ | $c=.4$ | 293 | 398 | 519 | 654 | 172 | 234 | 305 | 381 | 112 | 155 | 201 | 252 | 83 | 111 | 145 | 176 |
|  | . 5 | 290 | 394 | 514 | 648 | 169 | 229 | 299 | 375 | 109 | 150 | 195 | 246 | 79 | 107 | 138 | 171 |
|  | . 6 | 288 | 391 | 510 | 644 | 166 | 226 | 295 | 371 | 107 | 146 | 191 | 240 | 76 | 103 | 134 | 166 |
|  | . 7 | 286 | 389 | 507 | 641 | 164 | 223 | 291 | 367 | 105 | 144 | 187 | 236 | 74 | 100 | 131 | 164 |
|  | . 8 | 284 | 387 | 505 | 639 | 162 | 221 | 288 | 364 | 104 | 141 | 184 | 233 | 72 | 98 | 128 | 161 |
| $L^{*}+0.1$ | $c=.4$ | 295 | 401 | 523 | 658 | 176 | 238 | 309 | 387 | 117 | 159 | 207 | 259 | 87 | 117 | 151 | 184 |
|  | . 5 | 292 | 396 | 517 | 651 | 171 | 232 | 302 | 379 | 112 | 153 | 199 | 250 | 82 | 110 | 143 | 176 |
|  | . 6 | 288 | 392 | 512 | 646 | 167 | 227 | 296 | 373 | 109 | 148 | 193 | 243 | 78 | 105 | 137 | 170 |
|  | . 7 | 286 | 389 | 508 | 642 | 164 | 224 | 292 | 368 | 106 | 144 | 188 | 238 | 75 | 101 | 132 | 166 |
|  | . 8 | 286 | 386 | 504 | 639 | 162 | 220 | 288 | 364 | 104 | 141 | 184 | 233 | 72 | 98 | 128 | 162 |

Table 2: Total sample size $N$ for testing equality using $\rho_{t r} \alpha=0.05$ and $1-\beta=0.80$.
i. $\beta_{2}=2.0$

| $\lambda_{2}$ | 1.0 |  |  |  |  |  | 1.1 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta_{1}$ | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  |
| $\lambda_{1}$ | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 |
| $N_{T}^{*}$ | 316 | 207 | 151 | 153 | 108 | 82 | 715 | 382 | 247 | 290 | 179 | 125 |
| $L^{*}$ | 1.152 | 1.252 | 1.342 | 1.232 | 1.322 | 1.422 | 1.145 | 1.240 | 1.330 | 1.220 | 1.320 | 1.410 |

ii. $\beta_{2}=2.5$

| $\lambda_{2}$ | 1.0 |  |  |  |  |  | 1.1 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta_{1}$ | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  |
| $\lambda_{1}$ | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 |
| $N_{T}^{*}$ | 357 | 222 | 157 | 161 | 110 | 82 | 948 | 445 | 270 | 333 | 191 | 129 |
| $L^{*}$ | 1.165 | 1.249 | 1.329 | 1.229 | 1.319 | 1.409 | 1.135 | 1.232 | 1.329 | 1.224 | 1.314 | 1.404 |

Table 3: Minimum sample size $N_{T}^{*}$ and optimal duration $L^{*}$.
finite sample performance of the results derived in Section: Sample Size Calculation, which are based on asymptotic approximation. The simulated powers are given in Table 5. In this study, the simulated powers are computed based on 10000 simulated trials and the nominal power level is 0.8 . Results listed in Table 5 show that the simulated powers are much less than 0.80 in most cases. The results suggested that
the approximation results derived in Section: Sample Size Calculation are too conservative, which leads to less power to discriminate the null and alternative hypotheses. However, when sample sizes are increased by $50 \%$, most powers are larger than 0.80 , especially for $L^{*}+0.1$ or $c$ not greater than 0.60 . The results are listed in Table 6. These result provide
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| $\beta_{2}$ |  | 2 |  |  |  |  |  |  |  |  |  |  |  | 2.5 |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1.0 |  |  |  |  |  | 1.1 |  |  |  |  |  | 1.0 |  |  |  |  |  | 1.1 |  |  |  |  |  |
| $\beta_{1}$ |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  |
| $L$ | $\lambda_{1}$ | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 |
| $L^{*} 0.1$ | $c=.4$ | 493 | 341 | 231 | 236 | 155 | 110 | 1066 | 661 | 415 | 425 | 273 | 179 | 640 | 404 | 272 | 260 | 175 | 124 | 1403 | 729 | 499 | 514 | 321 | 205 |
|  | . 5 | 473 | 321 | 215 | 224 | 146 | 102 | 1042 | 619 | 392 | 415 | 259 | 168 | 594 | 388 | 258 | 247 | 166 | 116 | 1397 | 692 | 479 | 497 | 304 | 195 |
|  | . 6 | 457 | 299 | 197 | 212 | 137 | 98 | 1032 | 580 | 364 | 407 | 244 | 158 | 553 | 363 | 240 | 234 | 155 | 108 | 1423 | 663 | 448 | 482 | 286 | 183 |
|  | . 7 | 456 | 289 | 213 | 206 | 150 | 124 | 1061 | 551 | 339 | 407 | 231 | 163 | 523 | 333 | 239 | 226 | 156 | 120 | 1522 | 654 | 413 | 476 | 271 | 176 |
| L**0.05 | $c=.4$ | 498 | 296 | 206 | 202 | 137 | 100 | 1320 | 603 | 361 | 420 | 238 | 160 | 592 | 347 | 238 | 233 | 152 | 111 | 2110 | 790 | 430 | 525 | 280 | 181 |
|  | . 5 | 463 | 272 | 188 | 187 | 126 | 91 | 1235 | 558 | 332 | 393 | 220 | 148 | 555 | 322 | 219 | 217 | 140 | 101 | 2043 | 748 | 401 | 496 | 262 | 167 |
|  | . 6 | 421 | 245 | 172 | 172 | 116 | 89 | 1121 | 505 | 300 | 362 | 202 | 135 | 503 | 291 | 197 | 198 | 127 | 93 | 1898 | 685 | 362 | 456 | 240 | 152 |
|  | . 7 | 377 | 243 | 195 | 171 | 136 | 122 | 992 | 449 | 282 | 331 | 192 | 148 | 442 | 267 | 199 | 182 | 130 | 108 | 1695 | 605 | 321 | 409 | 215 | 147 |
| L* | $c=.4$ | 389 | 237 | 169 | 177 | 122 | 90 | 925 | 460 | 288 | 353 | 207 | 143 | 429 | 265 | 187 | 195 | 131 | 96 | 1377 | 573 | 327 | 412 | 235 | 156 |
|  | . 5 | 357 | 220 | 157 | 165 | 113 | 84 | 851 | 426 | 267 | 330 | 193 | 133 | 395 | 243 | 170 | 179 | 119 | 87 | 1245 | 522 | 299 | 382 | 216 | 142 |
|  | . 6 | 330 | 208 | 153 | 155 | 109 | 87 | 781 | 397 | 251 | 307 | 182 | 125 | 370 | 226 | 158 | 166 | 110 | 83 | 1120 | 479 | 278 | 355 | 200 | 131 |
|  | . 7 | 320 | 240 | 204 | 175 | 147 | 134 | 728 | 383 | 267 | 290 | 193 | 157 | 357 | 234 | 183 | 167 | 129 | 112 | 1011 | 449 | 275 | 337 | 193 | 142 |
| $L^{*}+0.05$ | $c=.4$ | 351 | 229 | 165 | 174 | 121 | 91 | 797 | 426 | 273 | 332 | 204 | 141 | 412 | 255 | 178 | 192 | 129 | 95 | 1093 | 512 | 310 | 398 | 228 | 152 |
|  | . 5 | 334 | 217 | 156 | 163 | 113 | 84 | 764 | 407 | 260 | 314 | 192 | 132 | 388 | 238 | 165 | 177 | 118 | 86 | 1032 | 484 | 291 | 372 | 211 | 140 |
|  | . 6 | 322 | 210 | 158 | 155 | 113 | 93 | 741 | 392 | 250 | 301 | 182 | 128 | 370 | 226 | 159 | 165 | 111 | 85 | 996 | 464 | 277 | 353 | 198 | 130 |
|  | . 7 | 341 | 265 | 224 | 196 | 164 | 147 | 723 | 398 | 290 | 299 | 212 | 175 | 369 | 252 | 199 | 181 | 143 | 123 | 968 | 449 | 289 | 337 | 204 | 155 |
| $L^{*}+0.1$ | $c=.4$ | 356 | 232 | 167 | 178 | 123 | 92 | 808 | 432 | 277 | 340 | 208 | 143 | 419 | 258 | 180 | 196 | 132 | 96 | 1103 | 520 | 315 | 409 | 233 | 155 |
|  | . 5 | 337 | 218 | 156 | 165 | 113 | 85 | 772 | 410 | 261 | 319 | 194 | 133 | 391 | 240 | 166 | 179 | 119 | 86 | 1045 | 489 | 293 | 378 | 214 | 141 |
|  | . 6 | 322 | 215 | 165 | 159 | 118 | 99 | 744 | 393 | 252 | 302 | 184 | 132 | 370 | 227 | 162 | 166 | 114 | 89 | 1003 | 465 | 277 | 354 | 199 | 132 |
|  | . 7 | 373 | 293 | 244 | 221 | 182 | 161 | 727 | 427 | 318 | 321 | 236 | 194 | 392 | 274 | 217 | 200 | 158 | 135 | 968 | 462 | 309 | 347 | 220 | 170 |

Table 4: Total sample size $N_{T}$ for two treatments with $\alpha=0.05$ and 1- $\beta=0.80$.

|  |  | 2 |  |  |  |  |  |  |  |  |  |  |  | 2.5 |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1.0 |  |  |  |  |  | 1.1 |  |  |  |  |  | 1.0 |  |  |  |  |  | 1.1 |  |  |  |  |  |
|  |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  |
| $L$ | $\lambda_{1}$ | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 |

 \begin{tabular}{llllllllllllllllllllllllll}
.5 \& 0.693 \& 0.624 \& 0.614 \& 0.604 \& 0.543 \& 0.509 \& 0.795 \& 0.700 \& 0.654 \& 0.702 \& 0.632 \& 0.570 \& 0.704 \& 0.653 \& 0.632 \& 0.634 \& 0.575 \& 0.514 \& 0.841 \& 0.749 \& 0.671 \& 0.742 \& 0.656 \& 0.600 <br>
\hline

 

.6 \& 0.632 \& 0.626 \& 0.599 \& 0.606 \& 0.573 \& 0.515 \& 0.743 \& 0.652 \& 0.617 \& 0.651 \& 0.610 \& 0.579 \& 0.652 \& 0.623 \& 0.636 \& 0.615 \& 0.601 \& 0.529 \& 0.805 \& 0.689 \& 0.628 \& 0.679 \& 0.620 \& 0.608 <br>
\hline
\end{tabular}

 | $L^{\approx} .05$ | $c=.4$ | 0.714 | 0.672 | 0.629 | 0.606 | 0.485 | 0.419 | 0.795 | 0.733 | 0.684 | 0.704 | 0.621 | 0.529 | 0.739 | 0.681 | 0.644 | 0.610 | 0.524 | 0.387 | 0.822 | 0.764 | 0.705 | 0.750 | 0.649 | 0.577 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |




 $\begin{array}{llllllllllllllllllllllllllll}.5 & 0.677 & 0.654 & 0.629 & 0.647 & 0.586 & 0.460 & 0.757 & 0.709 & 0.673 & 0.709 & 0.650 & 0.607 & 0.715 & 0.673 & 0.635 & 0.661 & 0.590 & 0.488 & 0.787 & 0.736 & 0.696 & 0.734 & 0.681 & 0.623\end{array}$

 | .7 | 0.585 | 0.553 | 0.552 | 0.543 | 0.506 | 0.546 | 0.658 | 0.603 | 0.549 | 0.604 | 0.548 | 0.523 | 0.608 | 0.584 | 0.545 | 0.556 | 0.521 | 0.517 | 0.699 | 0.640 | 0.590 | 0.646 | 0.572 | 0.529 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |










Table 5: Simulated power for two treatments using the sample size $N_{T}$.
valuable insights to practitioners to choose a larger $L\left(>L^{*}\right)$ and smaller $c(<0.60)$ if possible.

## Conclusion

In this study, statistical analysis of count data collected from a two-

| $\beta_{2}$ |  | 2 |  |  |  |  |  |  |  |  |  |  |  | 2.5 |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\lambda_{2}$ |  | 1.0 |  |  |  |  |  | 1.1 |  |  |  |  |  | 1.0 |  |  |  |  |  | 1.1 |  |  |  |  |  |
| $\beta_{1}$ |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  | 1.5 |  |  | 2 |  |  |
| $L$ | $\lambda_{1}$ | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 | 1.4 | 1.5 | 1.6 |
| $L^{\text {²0 }} 0.1$ | $c=.4$ | 0.931 | 0.873 | 0.814 | 0.851 | 0.774 | 0.700 | 0.962 | 0.941 | 0.886 | 0.942 | 0.876 | 0.810 | 0.944 | 0.891 | 0.838 | 0.883 | 0.806 | 0.739 | 0.968 | 0.956 | 0.914 | 0.955 | 0.902 | 0.822 |
|  | . 5 | 0.897 | 0.807 | 0.775 | 0.821 | 0.761 | 0.711 | 0.963 | 0.906 | 0.837 | 0.911 | 0.831 | 0.776 | 0.909 | 0.840 | 0.787 | 0.840 | 0.779 | 0.727 | 0.968 | 0.940 | 0.865 | 0.938 | 0.869 | 0.800 |
|  | . 6 | 0.824 | 0.761 | 0.730 | 0.768 | 0.726 | 0.689 | 0.946 | 0.848 | 0.772 | 0.866 | 0.779 | 0.738 | 0.853 | 0.771 | 0.740 | 0.792 | 0.749 | 0.710 | 0.971 | 0.900 | 0.811 | 0.902 | 0.808 | 0.749 |
|  | . 7 | 0.755 | 0.703 | 0.687 | 0.692 | 0.651 | 0.657 | 0.888 | 0.765 | 0.726 | 0.794 | 0.700 | 0.674 | 0.772 | 0.734 | 0.727 | 0.735 | 0.701 | 0.674 | 0.948 | 0.817 | 0.735 | 0.825 | 0.744 | 0.704 |
| $L^{\text {* }} 0.05$ | $c=.4$ | 0.910 | 0.854 | 0.810 | 0.830 | 0.774 | 0.693 | 0.947 | 0.921 | 0.875 | 0.910 | 0.859 | 0.810 | 0.919 | 0.877 | 0.837 | 0.861 | 0.782 | 0.720 | 0.960 | 0.938 | 0.896 | 0.928 | 0.884 | 0.832 |
|  | . 5 | 0.865 | 0.810 | 0.780 | 0.808 | 0.762 | 0.704 | 0.939 | 0.880 | 0.831 | 0.884 | 0.833 | 0.775 | 0.883 | 0.820 | 0.783 | 0.823 | 0.773 | 0.723 | 0.957 | 0.909 | 0.848 | 0.904 | 0.843 | 0.789 |
|  | . 6 | 0.801 | 0.754 | 0.726 | 0.752 | 0.708 | 0.679 | 0.899 | 0.828 | 0.774 | 0.839 | 0.783 | 0.736 | 0.818 | 0.766 | 0.747 | 0.778 | 0.728 | 0.700 | 0.944 | 0.857 | 0.792 | 0.863 | 0.797 | 0.753 |
|  | . 7 | 0.741 | 0.703 | 0.685 | 0.686 | 0.637 | 0.670 | 0.830 | 0.754 | 0.725 | 0.756 | 0.679 | 0.657 | 0.746 | 0.738 | 0.726 | 0.714 | 0.683 | 0.659 | 0.887 | 0.779 | 0.746 | 0.790 | 0.732 | 0.687 |
| L* | $c=.4$ | 0.900 | 0.866 | 0.832 | 0.861 | 0.809 | 0.763 | 0.924 | 0.912 | 0.884 | 0.906 | 0.873 | 0.832 | 0.912 | 0.882 | 0.851 | 0.869 | 0.825 | 0.757 | 0.937 | 0.920 | 0.893 | 0.917 | 0.886 | 0.841 |
|  | . 5 | 0.864 | 0.825 | 0.791 | 0.831 | 0.780 | 0.728 | 0.919 | 0.886 | 0.846 | 0.887 | 0.851 | 0.807 | 0.892 | 0.849 | 0.800 | 0.843 | 0.795 | 0.730 | 0.933 | 0.898 | 0.868 | 0.903 | 0.866 | 0.819 |
|  | . 6 | 0.822 | 0.772 | 0.728 | 0.777 | 0.714 | 0.667 | 0.890 | 0.842 | 0.796 | 0.847 | 0.791 | 0.741 | 0.848 | 0.794 | 0.747 | 0.796 | 0.733 | 0.675 | 0.914 | 0.863 | 0.813 | 0.875 | 0.819 | 0.761 |
|  | . 7 | 0.737 | 0.713 | 0.702 | 0.685 | 0.671 | 0.723 | 0.845 | 0.761 | 0.719 | 0.760 | 0.714 | 0.675 | 0.786 | 0.734 | 0.711 | 0.718 | 0.683 | 0.711 | 0.869 | 0.789 | 0.751 | 0.814 | 0.741 | 0.693 |
| $L^{*}+0.05$ | $c=.4$ | 0.905 | 0.889 | 0.863 | 0.890 | 0.857 | 0.818 | 0.919 | 0.906 | 0.889 | 0.909 | 0.891 | 0.866 | 0.907 | 0.898 | 0.867 | 0.895 | 0.866 | 0.817 | 0.922 | 0.910 | 0.901 | 0.917 | 0.895 | 0.886 |
|  | . 5 | 0.879 | 0.858 | 0.812 | 0.863 | 0.821 | 0.742 | 0.912 | 0.891 | 0.869 | 0.897 | 0.871 | 0.844 | 0.896 | 0.878 | 0.829 | 0.883 | 0.835 | 0.745 | 0.914 | 0.904 | 0.882 | 0.908 | 0.886 | 0.850 |
|  | . 6 | 0.848 | 0.802 | 0.757 | 0.799 | 0.748 | 0.714 | 0.899 | 0.868 | 0.813 | 0.867 | 0.816 | 0.770 | 0.869 | 0.821 | 0.766 | 0.828 | 0.749 | 0.692 | 0.908 | 0.882 | 0.846 | 0.893 | 0.858 | 0.787 |
|  | . 7 | 0.781 | 0.753 | 0.765 | 0.745 | 0.741 | 0.782 | 0.871 | 0.808 | 0.758 | 0.803 | 0.754 | 0.724 | 0.833 | 0.775 | 0.755 | 0.775 | 0.730 | 0.750 | 0.895 | 0.839 | 0.786 | 0.841 | 0.787 | 0.736 |
| $L^{*}+0.1$ | $c=.4$ | 0.907 | 0.897 | 0.880 | 0.901 | 0.882 | 0.840 | 0.921 | 0.912 | 0.901 | 0.915 | 0.902 | 0.892 | 0.912 | 0.907 | 0.873 | 0.907 | 0.884 | 0.830 | 0.923 | 0.916 | 0.909 | 0.916 | 0.910 | 0.892 |
|  | . 5 | 0.901 | 0.868 | 0.827 | 0.883 | 0.827 | 0.755 | 0.917 | 0.906 | 0.888 | 0.905 | 0.889 | 0.854 | 0.911 | 0.890 | 0.846 | 0.893 | 0.848 | 0.742 | 0.923 | 0.913 | 0.894 | 0.914 | 0.900 | 0.874 |
|  | . 6 | 0.860 | 0.821 | 0.785 | 0.828 | 0.781 | 0.734 | 0.912 | 0.880 | 0.845 | 0.884 | 0.849 | 0.798 | 0.888 | 0.848 | 0.793 | 0.848 | 0.790 | 0.697 | 0.916 | 0.894 | 0.858 | 0.900 | 0.865 | 0.813 |
|  | . 7 | 0.818 | 0.803 | 0.801 | 0.792 | 0.804 | 0.814 | 0.881 | 0.842 | 0.800 | 0.841 | 0.792 | 0.794 | 0.856 | 0.817 | 0.802 | 0.815 | 0.795 | 0.800 | 0.905 | 0.862 | 0.822 | 0.875 | 0.826 | 0.788 |

Table 6: Powers for two treatments with $150 \%$ of sample size given in Table 4.2.
stage adaptive seamless design with different durations but with the same study objectives in the two stages is discussed under a Weibull model. In particular, the comparison of the treatments is based on the medians of the distributions. Results corresponding to various types of comparison between two treatments using the combined data observed from the two stages are derived. Furthermore, the required sample sizes for the corresponding tests to achieve a given power level are determined. Since the results are developed based on asymptotic approximation, the simulation study conducted in our study shows that the type I error is well-controlled but the simulated power is less than the nominal level for tests with these sample sizes. However, simulation studies show that the nominal power level can be achieved if the sample sizes are increased by $50 \%$. Thus, results developed in this study provide valuable insights for practitioners to determine the sample sizes in a two-stage design.
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