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Abstract

The 2008 financial crisis proved the “Great Moderation” (a period when it was believed that policymakers had successfully smoothed macroeconomic fluctuations) to be transitory. Understanding a country’s degree of susceptibility to these fluctuations is crucial to investors but previous studies have shown that increasing trade and financial openness can have ambiguous effects. This paper examines a set of 11 countries individually, before the financial crisis, modeling variability in output, consumption, and investment as functions of both openness and external volatility. Financial openness tends to reduce investment volatility for the countries in this sample, while consumption is relatively unaffected overall. Output variability registers mixed results. The regression results are then examined to find relationships with various economic, development, and institutional-quality indicators. Trade openness is found to be correlated with a reduction in output volatility for less-developed countries and an increase for developed countries, while financial openness shows the opposite outcome.
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Introduction

Much has been written about the “Great Moderation,” the pre-crisis period during which many countries’ output showed relatively little fluctuation. This low volatility was attributed to policymakers’ skill, before the 2008 global financial crisis proved these events to be temporary. Yet even during relatively stable times, many countries have experienced substantial variation in real macroeconomic activity. Such fluctuations in output, consumption, and investment can have tangible welfare effects, as people face increased risk and, per the so-called “compensation hypothesis,” turn to the government for transfers to alleviate it. While the idea of the Great Moderation is now relegated to memory, it is important to examine how transmission channels can differ from country to country, even during the most stable, best-managed times and outside of once-in-a-lifetime crisis periods. To this end, we examine macroeconomic volatility and its transmission channels for a set of 11 countries using the longest available datasets—but end our estimations at the end of 2007. We find that each country behaves differently, and that these idiosyncrasies might be explained by various measures of development. These findings provide specific, country-level results, that support a number of earlier, but broader, analyses.

Many important studies have focused on the growth-volatility relationship, finding that volatility itself is a cause, rather than an effect, of macroeconomic performance. Ramey and Ramey (1995), Edwards (2007), and Imbs (2007) generally find a positive relationship between the two, but this is by no means universal. Most recently, Miller and Fang [1] discuss the Great Moderation in the U.S., but find no relationship between output growth and volatility.

Other studies, both theoretical and empirical, have found that increasing economic openness can have an impact on macroeconomic volatility, but that its effects can be mixed. Openness can serve as a transmission mechanism whereby one country’s shocks can cause volatility in another, or as a means by which nations can pool risk and thus dampen shocks. Erturk [2], for example, shows theoretically that capital account liberalization might lead to increased macroeconomic volatility through financial flows. But not all macroeconomic indicators behave the same way: Evans and Hnatkovska [3] find that financial integration leads to an increase in output volatility, but that consumption volatility follows a “inverted U” pattern, with small welfare benefits as a result.

In their review article, Kose et al. [4] show that the contribution of openness on macroeconomic volatility is ambiguous. Empirical studies that use large panels of countries include Razin and Rose [5], who find no significant correlation between trade and financial openness and the volatility of output, consumption, and investment for 138 countries. Karras [6] examines two samples, which include as many as 105 countries up to 1998. Controlling for economic size, he finds that both size and trade openness have a negative effect on output, consumption, investment, and exchange-rate volatility. Hegerty [7,8] finds that “hot” non-FDI flows contribute to macroeconomic volatility in a set of emerging markets and transition economies, respectively.

In another seminal paper, Kose et al. [9] arrive at mixed results with a group of industrial countries and Less-Developed Countries (LDCs) up to 1999, finding that financial integration has led to a relative increase in consumption volatility compared to output volatility. They investigate the role of openness in these trends, proxying trade and financial openness with both de jure (measures of restrictions) and de facto (ratios of actual flows to GDP) measures. The authors include a large number of additional explanatory variables in their model, including per capita income and the standard deviation of countries’ terms of trade. Using instrumental variable and panel methods, they find that trade openness has led to an increase in output, consumption, and income volatility, and financial openness causes an increase in consumption volatility. The authors surmise that there is a threshold after which financial integration begins to cause a decrease in this variability. The volatility of the terms of trade, which represents
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external volatility, is shown to have a significantly positive impact on all volatility variables using both estimation techniques.

External volatility is potentially a bigger contributor to macroeconomic openness than economic openness. Hirata et al. [10] find that terms of trade shocks explain a large share of macroeconomic volatility in the Middle Eastern and North African countries of Egypt, Morocco, Tunisia, and Turkey. Kim [11] includes as many as 175 countries in a panel in an effort to separate openness from external risk over a period from 1950 to 2002. The volatilities of income, private consumption, and investment are modeled as functions of trade openness (exports, imports, or the sum of both, as a share of GDP) and financial openness (the share of gross private capital flows), as well as a number of measures of external risk. These include terms of trade and exchange-rate volatility and various political factors. The author then uses cross-section and panel methods to show that external risk has more of an effect on volatility than does economic openness.

While a large panel, applied to a specification that includes both openness and external volatility measures, is able to separate between the two, only a set of individual estimations will be able to fully isolate the mixed results that are prevalent in the literature. This study does so, estimating such a function for 11 individual countries using quarterly time-series data that end before the 2008 crisis. The resulting estimates are then evaluated further to address their underlying causes. This paper proceeds as follows: Section II provides a description of the data and econometric methodology, while Section III presents the empirical results. Section IV concludes.

Methodology

This study uses time-series modeling to capture the individual experiences of a wide range of countries. Thus, it is able to expand on the general results that previous panel studies have found, by allowing for idiosyncrasies among the countries while still looking for common patterns. To do this, quarterly data are taken from the International Financial Statistics of the International Monetary Fund for 11 countries. The start dates for each sample period (which ends in late 2007 in all cases) is given in Table 2. These countries are chosen because of the availability of data: Only they have the statistics required to create a key financial openness indicator.

IMF data include nominal GDP, consumption, and investment; the GDP deflator, Consumer Price Index, and Producer Price Index, by which the nominal values are (respectively) deflated; nominal dollar exchange rates; export and import price indices; exports and imports (c.i.f.); and financial flow data. The availability of financial data is the main limiting factor of the sample used here, although for Portugal and Kazakhstan, quarterly financial flow data was available from the websites of their central banks.

The 11 countries include a large proportion of transition economies (Romania, Hungary, Belarus, and Kazakhstan). Within this set, however there is a rather wide disparity between the command economy of Belarus, and Hungary, which has been a European Union member for more than a decade. Likewise, there are two Scandinavian countries (Finland and Iceland), three advanced industrial countries (Australia, Portugal, and the United Kingdom), one South American nation (Peru), and one Middle Eastern country (Israel). While this sample is clearly not representative of the world—there are no African or Asian countries—it provides enough diversity to be able to arrive at some interesting results.

Table 1 outlines important macroeconomic characteristics for these countries. We see that Belarus and Hungary are very open to trade in goods and services, with Hungary's level of openness increasing during this period; Iceland and Finland are much more financially open. Iceland's figure portends the crisis that would follow soon after the estimation period ends. Australia, on the other hand, has a larger internal market, so its degree of openness is much smaller. These regional differences might help explain our results below.

These data are first used to construct the volatility terms. A number of different proxies for volatility have been used in the literature. While time-varying GARCH methods are popular, they require higher-frequency data than are available here. Thus, a commonly-used method is chosen for this study: volatility in a given variable Z is thus calculated as the moving average of the standard deviation of its log changes, as in Fang and Miller [1]:

$$VOL_{t+1} = \frac{1}{m} \sum_{i=1}^{m} (\ln Z_{t+i} - \ln Z_{t+i-1})^{1/2}$$

Because the data used here are quarterly, m is chosen to equal 4. Possible correlation among the observations, created through this volatility measure, is controlled for in the estimation procedure. The volatilities of output, consumption, and investment, as well as terms of trade and the exchange rate, are created for each country.

The Economic Model

Econometrically, the volatilities of real income, consumption, and investment are each modeled individually as functions of trade openness, financial openness, external volatility, and exchange-rate volatility:

$$VOL = f(OPEN, FINOPEN, VOLE, VOLX)$$

The model structure and the explanatory variables are based on Kose [9] and Kim [11]. Following Kose et al. [9], trade openness (OPEN) is defined as each country’s exports plus imports as a share of GDP. Financial openness (FINOPEN) is defined as the sum of foreign direct investment, portfolio investment, and other investment, both as a donor and as a recipient, as a share of GDP. VOLE is the volatility of a country’s terms of trade (export prices divided by import prices), weighted by each country’s ratio of exports to imports. In cases where an export price or import price index is not available, a substitute measure from the IFS is applied. Finally, VOLE is the volatility of each country’s nominal U.S. dollar exchange rate.

Using these variables, the models are estimated with the Dynamic Ordinary Least Squares (DOLS) technique of Stock and Watson [12]. The model is as follows:

<table>
<thead>
<tr>
<th>Country</th>
<th>Level of Trade Openness (% of GDP, 2004)</th>
<th>% Change (over sample)</th>
<th>Level of Financial Openness (% of GDP, 2004)</th>
<th>% Change (over sample)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>7.66</td>
<td>20</td>
<td>178.6</td>
<td>209.54</td>
</tr>
<tr>
<td>Belarus</td>
<td>130.96</td>
<td>5.61</td>
<td>137.4</td>
<td>26.91</td>
</tr>
<tr>
<td>Finland</td>
<td>58.8</td>
<td>27.95</td>
<td>1280.9</td>
<td>699.28</td>
</tr>
<tr>
<td>Hungary</td>
<td>111.99</td>
<td>48.3</td>
<td>535.61</td>
<td>122.05</td>
</tr>
<tr>
<td>Iceland</td>
<td>51.19</td>
<td>-4.42</td>
<td>2965.62</td>
<td>818.02</td>
</tr>
<tr>
<td>Israel</td>
<td>57.17</td>
<td>30.26</td>
<td>547.94</td>
<td>135.79</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>59.52</td>
<td>95.67</td>
<td>218.71</td>
<td>519.86</td>
</tr>
<tr>
<td>Peru</td>
<td>33.54</td>
<td>127.93</td>
<td>299.03</td>
<td>-4.54</td>
</tr>
<tr>
<td>Portugal</td>
<td>46.17</td>
<td>11.21</td>
<td>239.66</td>
<td>424.52</td>
</tr>
<tr>
<td>Romania</td>
<td>51.53</td>
<td>51.16</td>
<td>256.17</td>
<td>22.61</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>44.69</td>
<td>-12.29</td>
<td>1619.91</td>
<td>161.24</td>
</tr>
</tbody>
</table>

Calculated from the International Financial Statistics of the IMF.

Table 1: Levels and Growth Rates of Openness Variables.
Table 2: Stationary Test Results.

\[
\begin{align*}
VOL & = \alpha + \beta_1 \Delta VOL + \beta_2 \Delta FOPEN + \beta_3 \Delta VOLFIN + \beta_4 \Delta VOLX + \sum_{i=1}^{k} \Delta VOLD + \sum_{i=1}^{k} \Delta VOLOPEN + \sum_{i=1}^{k} \Delta VOLFIN + \sum_{i=1}^{k} \Delta VOLX + \epsilon \\
\end{align*}
\]

Dummy variables are included for either the Asian Crisis of 1997q3 or (for the four transition economies) the Russian Crisis of 1998q3, as well as for the global macroeconomic shock of 2001q4. These variables equal one during the relevant quarter and zero otherwise. A total of 33 equations are estimated separately.

Unit-root testing is first conducted via the Augmented Dickey-Fuller test (with lags chosen by estimating first at four lags and then re-estimating at the maximum significant lag), the Phillips-Perron [13] test (which controls for autocorrelation by using Newey-West standard errors), and the Zivot-Andrews [14] test (which allows for an endogenous structural break). The results of these tests show that while some of these variables are clearly nonstationary, others may or may not be stationary (particularly at different significance levels). The DOLS procedure controls for this by incorporating the leads and lags of the differences of the explanatory variables into a standard OLS regression. This procedure has been shown by Montalvo [15] to work well in small samples, which is beneficial for those countries where the length of the sample is around 10 years. It also uses Newey-West autocorrelation-robust standard errors, which will control for possible autocorrelation in the volatility measures.

The equation is used to estimate \( j = 3 \) types of macroeconomic volatility for each of \( i = 11 \) countries. Estimation begins with \( k = 0 \). The model is estimated, and the residuals are tested for stationarity. If the ADF test indicates nonstationarity (at a lag length chosen through the truncation method mentioned above), \( k \) is increased by one. If the residuals are stationary, the cointegrating regression is reported. If, at \( k = 3 \), the residuals are still nonstationary, it is deemed that there is no cointegrating vector. The short-run (difference) variables in the regression are present only to control for nonstationarity, and are thus not reported.

Since these time-series results are shown to vary widely among the countries, the next step is to try to discern whether any country
characteristics are correlated with these results. This is done with a Spearman correlation coefficient:

\[ \rho = 1 - \frac{6 \sum D_i^2}{n(n^2 - 1)} \]  

This simple nonparametric test looks for a relationship between two variables of interest. Here, \( n = 11 \), and \( D \) is the difference in rank between ordered lists of two characteristics. If the list contains exactly matching ranks for two characteristics (perfect correlation), then \( D \) would be zero, and \( \rho \) would equal one. The more the rankings fail to match, the lower \( \rho \) will be. Whereas a certain amount of random mismatching would indicate an absence of any relationship at all, at some point the columns will differ to a degree that cannot be attributed to chance. At this point, the statistic becomes significantly negative.

This study attempts to find a correlation between the time-series (regression) results and country characteristics. The regression results for OPEN and FINOPEN (for each of the 11 countries) are ranked, and compared to ranked lists of six different country characteristics. These characteristics represent characteristics of the variables themselves, as well as indicators of institutional quality and economic well-being. They are: the level of the pertinent openness measure (2004, period average); the growth rate of this openness measure (from q3 in the first year in the sample to q3 in the final year); a measure of institutional quality (LAW, the World Bank World Governance Law and Order indicator, 2007); the UN Human Development Index (2004), HDI; GDP (in dollars, 2004, period average); and GDP per capita (2004, period average), GDPC. In all cases, 1=the wealthiest, fastest-growing, or most developed country in the list, and 11=poorest or least developed in the category.

The ranking of the regression results for OPEN and FINOPEN is designed to capture whether the fact that a developed country responds positively to openness while a less-developed country responds negatively, or vice versa, is related to a certain country characteristic. Thus, the results must be ranked with “most positive” at one end, and “most negative” at the other. This is done here by ranking the \( p \)-values from the DOLS regression. A ranking of 1 is given to a positive coefficient with the lowest \( p \)-value, and a ranking of 11 is given to the negative coefficient with the lowest \( p \)-value. In the middle are the \( p \)-values for the positive yet insignificant coefficients, ranked before (lower than) the \( p \)-values for the negative yet insignificant coefficients. If a specification is shown not to be cointegrated, it is treated as if it had \( p = 1.000 \). Figure 1 shows this relationship. Once these paired lists are created, they are used to create correlation coefficients. If the coefficient for \( \rho \) exceeds its critical value, then it can be said that there is a significant correlation (significantly positive or negative) between the results and the specific country characteristic. This correlation is explained below.

Empirical Results

First, the ADF, Phillips-Perron, and Zivot-Andrews stationarity tests are conducted. As Table 2 shows, the three tests often do not agree with one another. Some variables are clearly nonstationary (such as trade openness for Belarus and consumption volatility for Finland, Israel, and Peru). Other variables vary by test. It is possible that certain variables that are found to be stationary by the Zivot-Andrews test (such as Hungarian financial openness) contain a structural break that is overlooked by the other tests. In other cases (marked with a single asterisk), a variable is stationary at 5 percent, but not 1 percent. Still others might be significant at 10 percent. This “borderline” stationarity makes the application of traditional cointegration tests, such as the Johansen and Juselius [16] method, problematic. The DOLS method, on the other hand, is able to incorporate I(0) variables. The estimation results are presented in Table 3.

The results in Table 3 show some interesting patterns. The dummy variables tend to be significant (mostly negative), but not in all cases. The 2001 shock appears to have had an impact on the output volatility of more countries than consumption or investment volatility. The 1990s shock (Asian or Russian crisis) seems to have an effect on an equal number of countries (four) for all three types of macroeconomic variability. Finland seems to have significant dummies in all cases, indicating that perhaps the country was especially influenced by these shocks.

The effects of openness (both trade and financial) and external shocks (both in the terms of trade and in the exchange rate) are of more interest, however. Of particular importance are the differences in behavior of the three types of volatility, the different responses to trade and financial openness, and the varying relative impact of openness and external volatility.

From the results shown in Table 3, we see that output and investment volatility demonstrate more response to changes in financial openness than does consumption volatility. The effects are more for output variability, but more countries are affected (usually negatively) for investment volatility. The four countries in which financial openness has an insignificant coefficient in the investment specification (Australia, Belarus, Portugal, and Romania) are about as different as countries in this sample can be. As a result, our first conclusion is that financial openness tends to reduce investment volatility, regardless of the country characteristics that are analyzed in this study. The fairly prevalent, yet mixed, effects on output volatility due to consumption-smoothing. Only Peruvian consumption seems to be driven by both financial and trade openness.

Trade openness affects fewer countries in this sample than does

<table>
<thead>
<tr>
<th>p-value</th>
<th>Ranking</th>
<th>Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>+0.001</td>
<td>1</td>
<td>Higher development or fast growth</td>
</tr>
<tr>
<td>(+ highly significant, neg.)</td>
<td>2</td>
<td>Lower development or slow growth</td>
</tr>
<tr>
<td>+0.500</td>
<td>3</td>
<td>Higher development or fast growth</td>
</tr>
<tr>
<td>(+ lower significance, pos.)</td>
<td>4</td>
<td>Lower development or slow growth</td>
</tr>
<tr>
<td>-0.500</td>
<td>7</td>
<td>Lower development or slow growth</td>
</tr>
<tr>
<td>(+ lower significance, neg.)</td>
<td>8</td>
<td>Lower development or slow growth</td>
</tr>
<tr>
<td>-0.001</td>
<td>10</td>
<td>Higher development or fast growth</td>
</tr>
<tr>
<td>(+ highly significant, neg.)</td>
<td>11</td>
<td>Lower development or slow growth</td>
</tr>
</tbody>
</table>

\( \rho > 0 \): High development correlated with volatility transmission due to openness
\( \rho < 0 \): High development correlated with volatility smoothing due to openness.
financial openness. A larger proportion of the 11 countries registers an effect on investment (four out of 11, compared to two), and the p-value is lower than in the output or consumption specifications. For three countries, the effect of trade openness is negative, while for Belarus—which has a tightly controlled economy—trade openness appears to allow the transmission of volatility. The trade openness coefficient is significant only for a pair of countries in the other two specifications, and this is often at the 10 percent (or slightly higher) significance level. A second conclusion from these results is that while trade openness has some impact on volatility, especially in investment, this effect is relatively weak. The coefficients tend to be weakly positive for openness has some impact on variability, especially in investment, this effect on investment (four out of 11, compared to two), and the p-value is lower than in the output or consumption specifications. For three countries, the effect of trade openness is negative, while for Belarus—which has a tightly controlled economy—trade openness appears to allow the transmission of volatility. The trade openness coefficient is significant only for a pair of countries in the other two specifications, and this is often at the 10 percent (or slightly higher) significance level. A second conclusion from these results is that while trade openness has some impact on volatility, especially in investment, this effect is relatively weak. The coefficients tend to be weakly positive for openness has some impact on variability, especially in investment, this effect on investment (four out of 11, compared to two), and the p-value is lower than in the output or consumption specifications. For three countries, the effect of trade openness is negative, while for Belarus—which has a tightly controlled economy—trade openness appears to allow

Since economic openness does not appear to influence macroeconomic volatility in all cases, it is possible that these fluctuations are instead driven by external risk. These effects seem to be limited, however. Terms-of trade volatility only affects a pair of countries in each of the three specifications. Finland and Hungary seem to be affected in all three specifications, although the signs are mixed. Exchange-rate volatility also appears to have an impact on Hungarian macroeconomic volatility, although the sign again varies across specifications. While terms of trade variability has a positive effect on output volatility, exchange-rate risk has a (weakly) negative impact. These signs are exactly reversed for the investment specification.

Correlations with Country Characteristics

Since we arrive at mixed results, we can make some inferences about the role of country characteristics. We find that output has the most “ambiguous” results, since it appears at first glance that the effects of economic openness are limited for consumption and that the effects of trade and financial openness on investment volatility are predominantly negative. Thus, the specification for output volatility provides the most room for country characteristics to be evaluated.

The output specifications for Australia and Iceland (which was hit hard by the 2008 crisis) have significantly negative coefficients for financial openness, while Belarus and Hungary have positive coefficients. Perhaps there is something about integration in transition economies that encourages volatility transmissions. To formally investigate whether wealthier countries do indeed behave differently than others, the Spearman correlation coefficients are calculated for the output, consumption, and investment volatility results for all six characteristics.
Before proceeding, it is important to discuss two key features of this
analysis. First, as a nonparametric statistical technique, this approach
makes few assumptions about sample size, distributions, or other
characteristics that are common to standard (parametric) analyses. This
is important in understanding the underlying setup of these estimates.
Second, we must clarify exactly what a significantly positive or negative
coefficient means. A ranking of 1 is assigned both to the country with
the most significantly positive openness coefficient, as well as to the
country with the fastest growth, highest income, or highest level of
development. Likewise, a ranking of 11 is given to the country with the
most significantly negative coefficient, as well as the lowest growth,
income, or level of development. Thus, a positive \( \rho \) indicates that a
country’s well-being is correlated with increases in volatility as a result
of openness (volatility transmissions), while a negative \( \rho \) indicates that
higher well-being is correlated with decreases in volatility (volatility
smoothing). The coefficients and their critical values are given in Table 4.

As expected, the specifications for consumption and investment
show little correlation with the selected country characteristics. Output
volatility does demonstrate certain significant relationships, however.
First, growth in FINOPEN has a strong negative correlation with output
volatility. Thus, it appears that countries that are experiencing rapid
financial integration tend to also see smoother fluctuations in output as
a result of this increasing openness. The same cannot be said for trade
openness, however.

Secondly, various measures of institutional quality and economic
development have opposite correlations for trade and financial
openness. Increasing trade openness has a positive correlation with law
and order, so it appears to facilitate volatility transmissions for
those countries with better institutional quality. Increasing financial
openness seems to have the opposite effect, smoothing volatility for
those countries with better institutional quality. Trade openness appears to
be correlated with a reduction of volatility modeled as functions of trade openness, financial openness,
terms of trade risk, and exchange-rate volatility. Trade openness
appears to have less of an impact than financial openness, and both
types of external risk have a limited effect on macroeconomic volatility.
Of the three types of volatility, consumption is shown to be affected the
least by economic openness, while investment variability tends to be
reduced by increasing financial openness. The effects of openness on
output volatility are mixed. While this study focus exclusively on the
pre-2008 period, the potential for a global crisis is clear, particularly
since these three countries are in Eastern Europe, it is possible that transition
economies are exposed to particular risk.

Because trade and financial openness work through different
channels, they can have varying effects on such a range of countries. The
impact of trade openness can be mitigated by a flexible exchange
rate. If one country experiences an output increase, for example, imports should increase, thereby increasing exports (and output) for a
trading partner. A flexible rate, however, might weaken this shock, as
depreciation should take place in the first country. Thus, countries that
face exchange-rate volatility might also face a different exposure to the
channel relative to the financial channel.

There are other possible explanations besides differences and
interactions in the variables themselves. Since trade facilitates
technology transfer in LDCs, it is plausible that the trade channel does
have a beneficial effect on these countries. The re-orientation of trade
flows in transition economies is at least coincident with, if not partially
a cause of, macroeconomic stabilization in these countries. Likewise,
less-developed countries face the prospect of sudden capital outflows,
which can wreak havoc. Increased financial openness can contribute
to this risk. Thus these results—that trade openness might help reduce
output volatility in less-developed countries, while financial openness
might help reduce output volatility in more-developed countries—
correspond with what can be expected theoretically.

Conclusion

Economic openness, particularly financial openness, has been growing rapidly worldwide since the 1970s. More recently,
macroeconomic volatility has increased greatly, destabilizing a number of
countries and leading to a global crisis. The effects that this type
of interconnection can have on a domestic economy can be mixed,
however. Various studies have found that openness can either help
reduce macroeconomic volatility through risk-sharing, or facilitate
volatility transmissions. Empirical analyses have found mixed results
for large panels of countries, often finding that external risk has a
bigger influence on fluctuations than openness itself.

This study uses Dynamic Ordinary Least Squares to analyze
quarterly time-series data for 11 countries individually, with three types
of volatility modeled as functions of trade openness, financial openness,
terms of trade risk, and exchange-rate volatility. Trade openness
appears to have less of an impact than financial openness, and both
types of external risk have a limited effect on macroeconomic volatility.
Of the three types of volatility, consumption is shown to be affected the
least by economic openness, while investment variability tends to be
reduced by increasing financial openness. The effects of openness on
output volatility are mixed. While this study focus exclusively on the
pre-2008 period, the potential for a global crisis is clear, particularly
when global channels for transmission are considered.

The DOLS results are then compared to six economic and
development characteristics for the 11 countries. A set of Spearman
correlation coefficients is constructed for pairs of ranked lists of the
trade and financial openness results, alongside these characteristics.
The output results show clear correlations. Fast growth in financial
openness is correlated with a reduction in output volatility. At the same
time, institutional quality, GDP per capita, and the level of economic
development have correlations of opposite signs for trade and financial
openness. Trade openness appears to be correlated with a reduction
in output volatility for LDCs, while financial openness is correlated
with this smoothing for those nations with higher income, more rapid
integration, or a higher level of development or institutional quality.

These results suggest that policymakers, particularly in developing countries, might wish to focus more on trade integration than on financial integration as a development strategy, at least at first. Until a country reaches the “high” level of development, financial integration offers a channel for destabilizing transmissions of shocks, while trade channels work in the opposite direction. Policies such as free trade combined with capital controls—which led to sustained growth in China and elsewhere—might lead to macroeconomic stability as well.

References