Development of a Point-based Method for Map Validation and Confidence Interval Estimation: A Case Study of Burned Areas in Amazonia
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Abstract
Forest fires and their associated emissions are a key component for the efficient implementation of the Reducing Emissions from Deforestation and Forest Degradation (REDD+) policy. The most suitable method for quantifying large scale fire-associated impacts is by mapping burned areas using remote sensing data. However, to provide robust quantification of the impacts of fire and support coherent policy decisions, these thematic maps must have their accuracy quantitatively assessed. The aim of this research is to present a point-based validation method developed for quantifying the accuracy of burned area thematic maps and test this method in a study case in the Amazon. The method is general; it can be applied to any thematic map consisting of two land cover classes. A stratified random sampling scheme is used to ensure that each class is represented adequately. The confidence intervals for the user’s accuracies and for both overall accuracy and area error are calculated using the Wilson Score method and Jeffrey Perks interval, respectively. Such interval methods are novel in the context of map accuracy assessment. Despite the complexity of calculation of the confidence intervals, their use is recommended. A spreadsheet to calculate point and interval estimates is provided for users.
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Introduction
It must be appreciated that thematic maps are not perfect depictions of reality. The increase in both freely-available remote sensing data, and software for image processing and classification, has boosted thematic mapping in the last 10 years. Due to the key role that thematic maps play for land cover dynamics science and for supporting policy decisions and planning, it is imperative that the accuracy of such maps are formally assessed. The overarching philosophy of a thematic map accuracy assessment is standard: compare the map result with some “true” reference data at selected sample locations, in order to estimate various measures of map accuracy. Stephen and Czaplewski described three basic components of a map accuracy assessment: (i) sampling design, the procedure for selecting sample locations on the map; (ii) response design, the procedure for determining reference land cover at these sample locations, with attention to spatial autocorrelation [1] and (iii) analysis of the data. This framework is widely used, but within this framework there is no standard procedure [2].

Within the sampling design, there is flexibility for choice of sampling method, sampling unit, and sample size. Several sampling methods are available and commonly used in map accuracy assessments, such as simple random, stratified random, clustered, systematic, and non-random sampling. A variety of sampling units can be used which include points [3,4], pixels [5,6], and polygons [7-9]. Sample size is arbitrary.

Three main techniques have been identified for the accuracy assessment of burned areas products [10]: (i) Pixel-level error matrices derived from the comparison of the research map output with some reference map, (ii) Area-level comparison of the proportions of research output map using regression analysis and (iii) the analysis of the landscape patterns. Despite all these methods, it is argued that the generation of accurate maps by one-class classifier is challenging [11]. Moreover, the use of medium-to-low spatial resolution imagery for large scale burned area mapping and the use of higher spatial resolution data for accuracy assessment are likely to underestimate and/or overestimate the presence or the real extent of the mapped feature [12]. This is due to the inherent characteristics of the sensor, the landscape configuration and the size of burned patches or even the intensity and duration of the fire. To overcome known limitations on the validation of burned area maps, the use of an expert human-interpreter has been suggested for visual interpretation of burn scars [5,13,14] or more sophisticated methods based on decisions with multiple conflicting objectives, known as Pareto Boundary method [7].

In the early 2000s, many initiatives for mapping global burned area started (GLOBSCAR project, Global Burned Area GBA-2000, ATSR-2 World Fire Atlas, Global VGT burnt area product - L3JRC, MODIS burnt area product - MCD45, etc.). However great differences have been reported among these products [13,15-17]. For instance, according to GLOBSCAR, 4,333 km² of forests were burned in Brazil in the year 2000, while based on the GBA-2000, only 846 km² were
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detected [18]. The differences in the estimates provided by these two datasets make evident the high uncertainties related to the detection of burned areas. Today, global-long term systematic-mapping of burned areas are provided by MODIS MOD45 and MOD64 products [19]. These products have been validated globally [20] and regionally by different research groups [21-24]. However, the performance of these algorithms for mapping sub-canopy burning, particularly in tropical regions, is deficient in accurately detecting the timing and extent of understory forest fires. The main factors affecting the detection are associated with (i) persistent cloud cover, (ii) limitation on the revisit time of the satellite, (iii) spatial resolution, (iv) lack of consistent field data for depicting and characterizing the impacts on the ground and (v) surface reflectance, which is a function of the interaction between forest structure fire characteristics, such as intensity and duration [25]. It is recognized that there is a need for increasing the quality of the routines used for validation of burned area products [7]. However, the choice of the validation methods depends upon the aimed application of the product [26]. In the context of data for supporting climate change mitigation policies, such as the decree number 7.390/2010, which regulates the Brazilian National Plan on Climate Change (BNPCC), validation routine must be suitable for large scale, operational application. Fires in the Amazon have been quantified as a major source of carbon to the atmosphere [27,28]. During the 2010 anomalous drought, Amazonian fires were responsible for emitting 0.51 ± 0.12 Pg C to the atmosphere [29], a value close to the targeted emission by all sectors proposed by the Brazilian government for the year 2020.

Because of the complex mosaic of land cover changes that emerge rapidly through the use of fire in Amazonia, the performance of automated global burned area methods to detect fire affected area is undermined [30-32]. Facing the challenge of providing burned area information for the Amazon region a great effort has been made for developing a methodology based on the Linear Spectral Mixture Model (LSMM) that more accurately detects burned area in both productive lands and forests, aiming to support the construction of an operational burned area product for the region [28,30,32-34]. The experiences developed in the above mentioned studies pointed out that the global and regional validation schemes, such as the SAFNet protocol developed in Africa burned areas [14], are not adequate for the complexity and dynamics of the Amazonian burn scar characteristics. SAFNet encompasses a (i) spatial sampling of about 3% of the mapped area (burned polygons) and (ii) about 2 Landsat images per year. The characteristics of burned areas in the Amazon region are not only related to land cover change conversion, but also wild fires in forests and savannahs, seasonally flooded grasslands and productive lands. Most of these land covers burns yearly maintaining a complex landscape mosaic. Therefore, a comprehensive validation scheme based on area or polygons would be operationally unfeasible due to time limitation, when compared with the evaluation of random points, which allows a rapid interpretation by the human interpreter. Moreover, the characteristics of the land cover types require multiple images throughout the dry season to fully capture the burned areas dynamics. In 2008, the new policy adopted by the United States Geological Survey (USGS) have made the geocorrected Landsat archive freely available to any user [34], overcoming the limitation on the restricted number of images suitable for validation purposes. Following the above arguments for establishing a burned area monitoring system to subsidize quantification of carbon emission, to guide local action and mitigation policies on fire prevention, such as law enforcement, it is mandatory that thematic burned area maps are associated with a robust accuracy assessment able to explicitly report uncertainties in estimation.

This study, therefore, has two objectives: First, we aim to present a point-based validation method developed for quantifying the accuracy of burned area thematic maps. Secondly, we test this method in a study case of burned areas in the Amazon. The methodology for detecting burned areas in the Amazon is built on the previous experiences of the research group [28,30,32-34]. The development of an operational burned area product with accuracy assessment and confidence interval is a joint initiative in Brazil: the National Institute for Space Research, INPE, and the National Center for Monitoring and Early Warning of Natural Disasters - Cemaden.

**Methods**

In this section we first provide a detailed description of the accuracy assessment method proposed in this study and subsequently present the study case, where the updated methodology for burned area mapping is described and the validation method applied.

**Accuracy assessment**

Detecting fire and fire scars in closed canopy tropical forests is more challenging and difficult than in lower biomass land covers such as cerrado and productive lands [7]. Therefore, the accuracy assessment of the burned area product is performed in two steps. In the first step we apply the validation routine to quantify uncertainties in the map of burned area affecting forests. In the second step we repeat the procedure to other land cover types burned. This strategy provides two independent map accuracy assessments.

The method proposed for the accuracy assessment of burned forests follows six steps:

i) Generate a forest mask. In the case of the Brazilian Legal Amazon, a forest map can be provided yearly by the INPE-PRODES project [35].

ii) Select the Landsat scenes where any burned forest is detected.

iii) Generate 150 random points within the burned forest classification.

iv) Generate 150 random points within the forest limits excluding the mapped burned forest area within the Landsat scenes selected.

v) Each random point is evaluated by two interpreters and in a spreadsheet where the points are identified it is marked as correct or incorrect. This spreadsheet also contains the formulas for accuracy assessment (details in next section). Landsat scenes from June to October are used for this procedure.

vi) The third interpreter (auditor) performs the inspection of the points classified and determines the correct interpretation where the two interpreters’ information is different (correct and incorrectly classified). Usually the auditor is a more skilled interpreter.

It should be noted that steps (i) to (iv) are trivial to perform. Whereas step (v) and (vi) requires significant labour cost to implement, as a dataset with reference images and two images interpreters in addition to one auditor is required.

**Sampling design rationale**

**Sampling method:** Examples of non-probabilistic sampling are common in map accuracy assessments. However probabilistic sampling is preferable to non-probabilistic because it enables probability
theory to be applied [36]. Implementing a probabilistic sampling design contributes to a scientifically defensible accuracy assessment. Probabilistic sampling designs include systematic, clustered, simple random and stratified random.

Systematic sampling is commonly employed because it is easy to implement. It can be dangerous however if there is periodicity in the population [37]. Also, in general it is difficult to estimate the sampling error [38]. Therefore, systematic sampling is not adopted in the proposed methodology. Clustered sampling is typically motivated by cost. It can reduce the cost of data collection, for example by reducing distance travelled in the case of ground visits [38]. For the purpose of validating the current burn scar detection methodology based on MODIS data, Landsat 5, Landsat 7, Landsat 8 and LISS-3 images are suitable for use as reference data [39]. Therefore, an option would be to use clustered sampling as a means to reduce the total number of images required. It was judged, however, that the slight advantage of fewer Landsat images did not outweigh the disadvantages which comprise increased complexity of the sample design and analysis, and the potential reduction of precision estimate.

Therefore, simple or stratified random sampling is appropriate for this method. Simple random sampling is the simplest to implement and analyse. But it has the flaw that if a particular class has a relatively small area then this class will be underrepresented in the sample. This has the consequence that the class specific accuracy is estimated with relatively poor precision. In the case study presented the burnt area is significantly smaller than the not-burnt area. To overcome this problem, this methodology was constructed based on stratified random sampling based on the map classes (burnt and not-burnt) to ensure that each class is represented adequately.

**Sample size:** The stage of classifying the sample points according to the reference data has a workload directly proportional to sample size. This workload is the major expense for operationalising the burned area product, and therefore there is a strong motivation to keep the sample size small. On the other hand, a larger sample size would deliver results of superior precision. The sample size of 150 sample points per stratum gives an achievable workload in terms of time for the interpreter to perform the validation, while delivering an acceptable margin of error in estimation. It was calculated that 150 sample points for each class gives user’s accuracy with a margin of error of less than 5% with 95% confidence level, providing the user’s accuracy is at least 90%. In total 600 random points are generated for assessing the burned area product: (i) forests: burnt (150 points) and unburned (150 points) and (ii) non-forests: burnt (150 points) and non-burned (150 points).

The margin of error is calculated as follows:

Suppose the sample size within a map class is n and the user’s accuracy of the class is p.

Then the margin of error in the estimate of p is (Equation 1):

$$1.96\sqrt{\frac{p(1-p)}{n}}$$

with 95% confidence. If we take n=150 and assume p>0.9, then the error is less than (Equation 2):

$$1.96\sqrt{\frac{0.9(1-0.9)}{150}} = 0.048$$

**Sample unit:** Of the commonly used sample units, points were chosen [1]. The problem with using pixels or polygons as sampling units is that land cover is in fact continuous. Pixels and polygons have spatial extent so may include both classes of land cover. Therefore it could be unclear how a particular pixel or polygon should be classified. This issue is not insuperable, for example, by making use of fuzzy set theory [38,40], but it complicates both the response design and analysis stages.

Using points as sampling units provides no such problem, provided that the class boundaries are well defined. In the case of points, the mathematics involved in the analysis stage is based on sampling from an infinite population.

**Point and interval estimation:** The following notation was used for the point and interval estimation procedures:

- $n_i$ is the number of points sampled from map class i;
- $x_{ij}$ is the number of points sampled from map class i which fall in reference class j;
- $\gamma_i$ is the area of map class i as a proportion of the total map area;
- $\gamma_j$ is the area of the intersection of map class i and reference class j as a proportion of the total map area;
- $P_{ij}$ is the area of the intersection of map class i and reference class j as a proportion of the total map area;

**Point estimates:** For the accuracy assessment, we estimate the following parameters:

1. **Overall accuracy** (Equation 3):

$$P_{11} + P_{22}$$

2. **Users accuracy** (Equation 4):

$$\frac{P_{11}}{\gamma_1}$$

3. **Producers accuracy** (Equation 5):

$$\frac{P_{11}}{P_{11} + P_{21}}$$

4. **Area estimation error** (Equation 6):

$$\frac{P_{12} + P_{21}}{P_{11} + P_{22}}$$

5. **Point estimates:** For the accuracy assessment, we estimate the following parameters:

- $P_{ij}$
- $\gamma_i$
- $\gamma_j$
- $x_{ij}$
- $n_i$

It follows that the maximum likelihood estimate for $P_{ij}$ is $x_{ij} / n_i$. This implies the maximum likelihood estimate for $P_{ij}$ is (Equation 7):

$$\hat{P}_{ij} = \frac{\gamma_i x_{ij}}{n_i}$$

All accuracy parameters are functions of the $P_{ij}$. Using the functional invariance of maximum likelihood estimation, maximum likelihood estimates of all the accuracy parameters can be found by replacing each instance of $P_{ij}$ with $\hat{P}_{ij}$. For example the producer’s accuracy of class 1, $\frac{P_{11}}{P_{11} + P_{21}}$, has maximum likelihood estimate given by (Equation 8):

$$\frac{\hat{P}_{11}}{\hat{P}_{11} + \hat{P}_{21}} = \frac{\gamma_1 x_{11}}{n_1 + \gamma_1 x_{21} / n_2}$$

All parameters with their maximum likelihood estimates are estimated as follows:
Overall accuracy (Equation 9):
\[ \gamma_{11} + \frac{n_1}{n_2} \]
Users accuracy (Equation 10):
\[ \frac{x_{11}}{n_1} \text{ for class } 1 \quad \frac{x_{22}}{n_2} \text{ for class } 2 \]
Producers accuracy for class 1 (Equation 11):
\[ \gamma_{11} / n_1 \]
Producers accuracy for class 2 (Equation 12):
\[ \gamma_{22} / n_2 \]
Area estimation error (Equation 13):
\[ \frac{\gamma_{12} - \gamma_{21}}{n_1} \]
Under very general conditions, maximum likelihood estimators possess a number of desirable properties, including consistency, asymptotic normality, and efficiency [36].

The overall accuracy describes the proportion of total map area which has been correctly mapped. While this is an overall indicator of map quality, it should be noted that on its own it can be misleading. It is possible to have a map of very high overall accuracy with one class poorly represented. User’s accuracy describes the proportion of a mapped area which has been correctly mapped, giving an idea of a class’s accuracy from the perspective of the map’s user. Producer’s accuracy describes the proportion of a true class area which has been correctly mapped, giving an idea of a class’s accuracy from the perspective of the map’s producer. Note that while user’s and producer’s accuracy may at first glance seem similar, they are in fact quite distinct and both necessary; the former is a measure of commission error and the latter a measure of omission error. The area error describes the proportion of total map area by which the map overestimates the area of class 1. Which measures are most important will depend upon the application of the map. For example, if the map is used to estimate the area of burnt forest then the area error will be particularly important [41].

Confidence intervals: The provision of confidence intervals is rare in map accuracy assessments [42-45]. A parameter estimate without an interval can be misleading because it can convey a false impression of certainty. A confidence interval is very useful because it provides valuable information regarding the margin of error in estimation and gives a range of probable values for the parameter. Foody [42] and Strahler et al. [38] recommend that estimates in map accuracy assessments should be accompanied by confidence intervals.

The user’s accuracies, \( p_u / \gamma_i \) for class i, are simply binomial proportions. Typically accuracy assessments which provide confidence intervals employ the Wald interval method for a binomial proportion. The Wald interval is widely used because of the simplicity of its calculation [46]. However, the Wald method can provide poor coverage and be misleading, especially for proportions close to 0 or 1. The Wilson Score method has been demonstrated to provide intervals of superior coverage and works well even for extreme parameter values [47]. Therefore confidence intervals for the user’s accuracy of class 1 and 2 were calculated using the Wilson Score method.

The Wilson Score interval for class i user’s accuracy is given by (Equation 14):
\[
\frac{1}{1 + \frac{z_{1-a/2}^2}{n_i}} \left[ \hat{\gamma}_i + \frac{1}{2n_i} \left( \frac{z_{1-a/2}^2}{n_i} + z_{1-a/2}^2 \right) \right] \\
\frac{1}{1 + \frac{z_{1-a/2}^2}{n_i}} \left[ \hat{\gamma}_i + \frac{1}{4n_i} \left( \frac{z_{1-a/2}^2}{n_i} + z_{1-a/2}^2 \right) \right]
\]
Where:
\[ z_{1-a/2} \] is the \((1-a/2)th\) quantile of the standard normal distribution.

The overall accuracy and area error are the weighted sums of independent binomial proportions. Decrouez and Robinson [48] documented the performance of various confidence interval methods for this case and recommended the Jeffrey Perks interval for a computationally simple method.

Suppose \( q \) and \( r \) are independent binomial proportions, estimated using sample sizes of \( n_1 \) and \( n_2 \) respectively. And suppose \( \alpha \) is a constant. Then as described by Decrouez and Robinson (2012), the Jeffrey Perks interval for \( \alpha q + r \) is defined as follows (Equation 15):
\[
\frac{\sqrt{\hat{\theta}^2 + \frac{z_{1-a/2}^2}{n_1} + \frac{z_{1-a/2}^2}{n_2} \left( \frac{\alpha^2}{n_1} \right) + \frac{z_{1-a/2}^2}{n_2} \left( \frac{\alpha^2}{n_2} \right)}}{1 + \frac{z_{1-a/2}^2}{n_1} + \frac{z_{1-a/2}^2}{n_2} \left( \frac{\alpha^2}{n_1} \right) + \frac{z_{1-a/2}^2}{n_2} \left( \frac{\alpha^2}{n_2} \right)}
\]
Where (Equations 16-21):
\[ \hat{\theta} = \alpha \hat{q} + \hat{r} \]
\[ u = \frac{1}{4} \frac{1}{n_1} \frac{1}{n_2} \]
\[ v = \frac{1}{4} \frac{1}{n_1} \frac{1}{n_2} \]
\[ \alpha = \frac{\alpha(n_1 \hat{q} + \frac{1}{2})}{n_1 + 1} + \frac{\frac{1}{2} - n_2 \hat{r}}{n_2 + 1} \]
\[ \Delta = u^2 \left( \alpha (\alpha + 1)^2 + \alpha (\alpha - 1)^2 \right) + v^2 \left( \alpha (\alpha + 1)^2 - \alpha (\alpha - 1)^2 \right) + \frac{\alpha^2}{2} \left( \alpha (\alpha + 1)(\alpha - 1) \right) \]
\[ \psi = \alpha(n_1 \hat{q} + \frac{1}{2}) - n_2 \hat{r} \]
\[ \psi = \alpha(n_1 \hat{q} + \frac{1}{2}) - n_2 \hat{r} \]
\[ s = u(\alpha (\alpha + 1) - \alpha (\alpha - 1) - 2 \alpha) \]
\[ t = \frac{\alpha^2}{2} \]
\[ r = p_{21} \]
\[ \hat{\theta} = \alpha \hat{q} + \hat{r} \]
\[ \psi = \frac{\alpha(n_1 \hat{q} + \frac{1}{2}) - n_2 \hat{r}}{n_2 + 1} \]

The producer’s accuracies are of the form \( \frac{aq}{aq + (1-a)r} \) where \( q \) and \( r \) are binomial proportions, and \( \alpha \in (0,1) \) is a constant. To the authors’ best knowledge, a comparison of the performance of different confidence interval methods has not been published for parameters of this form. We derived a Wald type confidence interval based on the first order approximation of the estimator variance.

The Wald type confidence interval for class i producer’s accuracy is given by (Equation 22):
\[
\frac{\hat{p}_u}{\hat{p}_u + \hat{p}_r} \pm \frac{z_{1-a/2}}{\sqrt{\hat{p}_u(1-\hat{p}_u) + \hat{p}_r(1-\hat{p}_r)}} \frac{n_i}{n_i (\hat{p}_u + \hat{p}_r) n_i}
\]
Simulations were carried out to investigate the performance of this
interval for various fixed parameter values. The simulations indicated that this interval generally performs well enough at our chosen sample size. However for extreme parameter values (i.e., $p_1$ and $p_2$ close to 1) the interval may provide poor coverage. In order to keep this paper brief the results of the simulations are not detailed here. We recommend for further research that the performance of the Wald type interval is compared with alternative interval methods.

**Case study**

The Mato Grosso state, southern Brazilian Amazon, the epicentre of the 2010 drought [49] (Figure 1), was selected as a test site for testing the validation procedure for burned areas mapped during the dry season, covering the months from June to mid-October. The burned areas classification followed the methods described below.

**Burned area mapping:** The methodology for operationally detecting burned area in Amazonia is well established [28,30,34]. In summary, the method uses daily surface reflectance products MOD09GA and MOD09GQ as well as 8-day surface reflectance product, MOD09Q1 and MOD09A1, collection 5 from MODIS dataset. The dates of the images are selected based on the latest day of the month with nadir view and cloud free images for the area of interest. The analysis includes the red (band 1, 620–670 nm) and near infrared (NIR - band 2, 841–876 nm) reflectance bands from MOD09GQ 0 (daily) and MOD09Q1 (8-day) products and shortwave infrared (SWIR - band 6, 1628-1652 nm) from MOD09GA (daily) and MOD09A1 (8-day) products.

Although the images derived from MOD09-GQ/Q1 have an original spatial resolution of 231.7 meters and MOD09-GA/A1 have a spatial resolution of 463.3 meters in size, all bands are resampled to 250 m spatial resolution using a nearest neighbor algorithm and standardized to the geotiff format in geographic projection with WGS 84 Datum using the MODIS Reprojection Tool. The high quality of the sub-pixel geolocation accuracy of the MODIS land products could allow the minimum detected area to be 1 pixel. However, soils patches, cloud shade, farm pond or a real burn scar are difficult to differentiate by an image interpreter in isolated pixels. Moreover, for an operational product that may be used for on-the-ground verification by authorities or for official statistics, false positive detections may be more costly as human and financial resources are limited in the Amazon. Therefore, the minimum area in this method is assumed to be approximately 25 ha (4 pixels of 250 m x 250 m).

The spectral bands are used for the Spectral Mixture Analysis (SMA). This technique is based on the selection of endmembers (pure pixels) to generate fraction images by the application of spectral mixture models. The endmembers are selected directly in the image [50]. Unconstrained least-squares solution is used to unmix the MODIS data into three fractions for each date. Each resulting fraction image represents the fractional abundance of endmembers in each pixel. The method for detecting burned areas uses a model based on three endmembers: vegetation, soil and shade [30,34]. For detecting burned areas, which present low reflectance, the shade fraction image is used.

The burned area classification is generated by using image segmentation coupled with region-growing algorithm followed by unsupervised classification and post-classification image edition [34]. The intervention of an image analyst in the post-classification procedure is particularly important for an operational burned area monitoring system for generating a product with minimized omission and commission errors [5], as it will be potentially used for guiding on the ground actions by fire managers, for supporting policies, for official statistics and for the fire science community. Finally, the regions mapped as burned areas in one month are used as a mask in the following dates. Consequently, there is no spatial information on areas that burnt more than once, and the final map represents the cumulative burnt areas over one period, usually the dry season.

We mapped burned areas using daily surface reflectance products and as well as 8-day surface reflectance product, collection 5 from MODIS dataset. Six MODIS tiles are necessary to cover the study area: H11-V9, H11-V10, H12-V9, H12-V10, H13-V9 and H13-V10. The dates of the images were selected based on the latest day of the month with nadir view and cloud free images for the study area (Table 1).

In addition to the images used in the classification procedure, MODIS daily data were also acquired for supporting the burned area interpretation in regions where there were clouds in the daily data, as considerable interpretation skill is needed due to the spectral similarity with burned areas [13], or when the classified polygon were not clear for the interpreter. Three main regions have been identified with a particular necessity of supporting daily images: (i) in the eastern

---

**Figure 1:** (a) Land cover classes in 2010 for Mato Grosso state. The forest class encompasses forests and forests regrowth, while non-forests are all the other land cover types; (b) Mapped burned areas from June to mid-October 2010.
boundary of the state, where there is a seasonally flooded area (known as the Bananal floodplain) [51] and wildfires are common [52], (ii) in the Xingu Indigenous reserve, the largest continuous forest fragment in the state, where burned areas occur close to the seasonal rivers due to the location of the traditional communities and (iii) some areas in southern and western areas of the state, where dark soil patches are observed. These images were used for checking burned areas and for guiding the manual edition of the burn scars. This procedure corrected the misclassification of water bodies, cloud shadows and areas with low confidence, minimizing commission and omission errors.

Higher spatial resolution than the used for generating the burned area classification is recommended for reference data as well as the same time period of the data being validated [11]. Fifty two Landsat 5 and Landsat 7 path/rows were selected for the validation procedure, totalling 208 images covering from June to October 2010 (Figure 1).

Accuracy assessment: The accuracy assessment of the 2010 burned area map for Mato Grosso State was performed following the methodology described in section 2.1.

Results and Discussion

Burned area

The cumulative burned area during the dry season in 2010 drought in Mato Grosso affected a total of 96,855 km$^2$ (Figure 1). The total area of forests and non-forests (Brazilian Cerrado and productive lands) affected by fires corresponds to 13,773 km$^2$ and 83,082 km$^2$ respectively (Table 2). A detailed analysis about the burned area and its associated carbon emissions during the 2010 drought for Mato Grosso is presented by Anderson et al. [52].

By considering the area uncertainty provided by the validation scheme, the old growth forest area burned ranged from 13,678 km$^2$ to 13,929 km$^2$. The extent of the 2010 forest fires in Mato Grosso are close to southern Amazonian intact forests that were affected by fires in 2010 for the first time (13,570 km$^2$), or 73% to 75% of all understory forest fires mapped for 2010 in southern Amazonia (18,499 km$^2$) [25].

Non-forest burned areas were estimated to have affected from 78,089 km$^2$ to 83,107 km$^2$, an area approximately 6 times larger than the estimates of the 2010 burned forests. It has been estimated that fires affect Mato Grosso’s Cerrado and productive lands on average 16,141 km$^2$ yr$^{-1}$ between 2001 and 2005, summing 80,705 km$^2$ over this period [53], a value closer to the 2010 cumulative burned area estimates of this study.

A comparison with the MODIS MOD45 burned area product [20] for the same period detected approximately 69,000 km$^2$, about 30% less than the estimate from our analysis. This may be associated with two factors. The first refers to the spatial resolution of the MODIS burned area product: 500 m. The second is likely to be related with the algorithm employed in the product. It has been shown that in areas with Leaf Area Index (LAI) higher than 5, there is a misdetection of burned area worldwide [20].

Accuracy assessment

Two image interpreters and one auditor were selected to carry out the validation scheme, proposed above. The Landsat scenes path/row and the random points used in the accuracy assessment are presented in Figure 2. The results of the audition of sample points are summarised in Table 3. The final result, as it shows in the excel spread sheet is presented in Table 4.

In this method it is possible to identify intuitively, point by point,
whether the error is due to a misclassification or whether it is due to the mixed land characteristic of that each point. All the points where the classification failed were evaluated with further detail and the type of error was identified. A summary of the type of errors is presented below:

Table 3: Number of sample points falling in each class.

<table>
<thead>
<tr>
<th>Forest areas</th>
<th>Non-forest areas</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Confidence interval</td>
</tr>
<tr>
<td></td>
<td>Estimate</td>
</tr>
<tr>
<td>Burnt class user’s accuracy</td>
<td>84.00%</td>
</tr>
<tr>
<td>Not burnt class user’s accuracy</td>
<td>100.00%</td>
</tr>
<tr>
<td>Burnt class producer’s accuracy</td>
<td>100.00%</td>
</tr>
<tr>
<td>Not burnt class producer’s accuracy</td>
<td>99.16%</td>
</tr>
<tr>
<td>Overall accuracy</td>
<td>99.20%</td>
</tr>
<tr>
<td>Area error</td>
<td>0.80%</td>
</tr>
</tbody>
</table>

The selection of the endmember is directly related to the resulting fraction image generated through the unmixing technique. The endmember is a reflex of the reflectance of a pixel as a function of the homogeneous land cover class on the ground, which itself can present a variety of features with distinct spectral response, especially in moderate and low resolution images [54]. This land cover class heterogeneity is likely to be minimized in our method as large water bodies with clear water, used as endmember pixels for the shade fraction image are common in the Amazon.

The use of an error matrix for assessing the accuracy of maps derived from medium and low resolution data validated with high resolution data may not be adequate due to the mixture of classes presented in the low resolution pixel. Exploratory studies aiming the understanding of the implications of the spatial resolution on a dichotomous classification could use the method proposed by Boschetti et al. [14]. In this research, we estimate that approximately 7% of the points misclassified can be attributed to the differences in the spatial resolution of the burned area map, derived from MODIS, in relation to the validation, based on Landsat data.

Conclusions

The methodology for map accuracy assessment proposed in this study has been designed to be simple to implement. It is applicable in a variety of scenarios. Moreover it gives precise estimation of accuracy parameters along with confidence intervals. As far as we know, our proposed confidence interval method is novel in the context of map accuracy assessments, which brings valuable information on the extent of the uncertainty of the map provided. The only “cost” of providing the improved intervals is in the complexity of their calculation, which is minimized by the provision of a spreadsheet along with this paper to the interested users.

An example of the value of the improved confidence intervals can be seen in the user’s accuracy for the not-burnt class of the forest region. The Wilson-Score interval used implies that this burnt class user’s accuracy is probably between 97.5% and 100%. However, if the
standard Wald confidence interval were used, the lower and upper bounds would both be 100%, conveying the false impression that the user’s accuracy is a perfect 100%. For producer’s accuracy we use a Wald interval due to a lack of alternatives. A problem can be seen with the interval for the producer’s accuracy of the burnt class in the forest area, which has lower and upper bounds of 100%.

The anomalously wide length of the interval for the producer’s accuracy of the burnt class in the not-forest area is not due to a problem with the confidence interval method. In fact, a large imbalance in the size of burnt and not burnt areas causes the variance of this estimate to be very high. This large width demonstrates the importance of confidence intervals. It brings to our attention our large degree of uncertainty in the producer’s accuracy.

An assumption of the accuracy assessment is that the true land cover comprises of exactly 2 classes, and that the boundaries between these classes are well defined. For our case study, a map with classes of burnt and not-burnt, seems a reasonable assumption. However, there could be a sample point whose reference classification is ambiguous. Therefore it would be helpful to have standard protocols to deal with such a situation.

Another assumption we make, which is indeed a fundamental assumption of all accuracy assessments, is that the reference data represents the true land cover. The collection of reference data is a stage in which, if not careful, the integrity of a map accuracy assessment can be compromised. If too many errors creep into the reference data then the work ceases to be an accuracy assessment, instead simply becoming a comparison of two different data sources.

The identified possible causes of reference classification error encompass the temporal and spatial resolution of the images, misleading images and interpreter error. Finally, the method proposed in this research attends the requirements proposed for good practice recommendations for assessing accuracy and estimating area.
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