An Improved Film Thickness Model for Annular Flow Pressure Gradient Estimation in Vertical Gas Wells
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Abstract
The presence of liquids in natural gas wells increases the pressure loss within the well due to differences in density of the pressure head. In gas, well annular flow, liquid may be present in entrained droplets as well as in the liquid film. Several models have been proposed to predict liquid film thickness in pipes with vertical two-phase annular flow. Earlier models are based limited range of experimental data. The earlier models also require exhaustive iterative procedure to estimate liquid film thickness. On the other hand, the proposed modified film thickness model in this study was developed from a wide range of experimental data. The experimental data covers conditions of superficial liquid velocities ranging from 0.6 to 38.8 cm/s; superficial gas velocities ranging from 13.4 to 110.6 m/s; and diameters ranging from 12 to 51 mm. The proposed model is compared with the available experimental data in the literature. Model predictions are in good agreement with the available experimental data set. The modified film thickness model helps accurate estimation of pressure gradient in vertical annular flow, which in turn is beneficial to the natural gas production industry as it further develops the understanding of production mechanics.
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Nomenclature: A: Area (m²); Cf: Fanning Friction Factor (-); D: Diameter (m); E: Fraction of Liquid Flow Entrained (-); Fr: Froude Number (-); g: Acceleration of Gravity; INTw: Wave Intermittency (-); LWave: Size of Disturbance Waves; (m); LF: Fraction of Film With Linear Velocity Profile (-); (kg s⁻¹): Mass Flow Rate; Nu: Viscosity number (-); RD: Droplet Deposition Flux; Re: Reynolds Number (-); U: Velocity (m s⁻¹); μ: Friction velocity (m s⁻¹); We: Weber Number (-); x: Flow Quality (-); y: Radial Coordinate (m); δ: Film Thickness (m); c: Roughness (m); ½ Non-dimensional Roughness (-); μ: Viscosity (kg m⁻¹ s⁻¹); ν: Kinematic Viscosity (m² s⁻¹); ρ: Density (kg m⁻³); σ: Surface Tension (N m⁻¹), τ: Shear (Pa).

Subscripts: Base: Base Film; Core: Core; Crit: Critical; Ent: Entrainment; Film: Film; G: Gas; I: Gas-Liquid Interface; L: Liquid; Max: Maximum (E.G., Entrainment); S: Superficial (E.G., Velocity); Rough: Roughness; Trans: Transitions Between Base Film And Waves; Wave: Waves.

Introduction
The presence of liquids in natural gas wells increases the pressure drop within the well due to differences in density of the pressure head. Two-phase flow is occurred when gas and liquid flow together in a pipe and this can take several forms of flow patterns. A common type of two-phase flow is annular flow, which is characterized by a slow-moving liquid film along the pipe walls and a fast-moving gas in the center of the pipe. In annular flow, liquid may be present in entrained droplets as well as in the aforementioned film. Understanding the pressure drop is paramount important for equipment sizing, operation, and production. To model the pressure drop, the density of the two-phase fluid must be determined. To determine this density, the amount of liquid, gas, and entrained liquid must be accurately computed. The density is a function of the void fraction between liquid and gas, which in turn is dependent on the film thickness and the entrained droplets within the gas.

The liquid film is characterized in two parts: a base film and a wavy disturbance layer, as shown in Figure 1. The amount of entrained liquid is dependent on the behaviour of this wavy disturbance layer and its interaction with the gas component. In addition to density of the fluid, an understanding of the forces acting on the system is also important in understanding the pressure drop. Gravity, shear stresses, and drag forces all contribute to the velocity profiles, which in turn affect the characteristics of the liquid film and entrained droplets. The base film and wave film forces must be calculated separately in order to accurately determine the pressure drop of the system. A number of models have
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been proposed over the past 50 years to predict fluid behaviour and characteristics of two-phase annular flow. Many of the methods are applicable only to the experimental data set upon which they were based, while others are simply modifications of previous models. The following literature review discusses some of the significant proposed models and correlations related to film thickness, liquid entrained fraction, and pressure drop.

Film thickness models

Past attempts to quantify liquid base film thickness (δ) in a two-phase system have resulted in significant progress in modeling natural gas transportation behaviour. There are numerous models to determine film thickness and entrainment. Schubring [1] completed a series of experiments using optical techniques, which measured base film thickness in annular two-phase flow. In these experiments horizontal and vertical conditions were examined and a correlation for each case was determined; the first being an empirical fit of the experimental data, and the second using a critical friction factor alongside an empirical fit. From the experiments, Schubring made a series of observations for the vertical case, such as: average base film thickness is inversely related to gas flow rate (superficial velocity) at constant liquid flow rate; for high gas flow rates, the dependence of average base film thickness on liquid flow rate vanishes; the average base film thickness is larger for larger tube diameters, however the dependence is less than linear; the film becomes more symmetric as the gas flow rate increases; vertical and horizontal average base film thicknesses have similar trends, however significant dependence on liquid flow rates remains at higher flow rates for the vertical geometry. The experiments included measuring superficial gas velocity against film thickness at fixed superficial liquid velocity values. This experiment included 3 horizontal cases using inside tube diameters of 8.8 mm, 15.1 mm, and 26.3 mm and a vertical case having an inside diameter of 23.4 mm.

Schubring were able to develop a model using an empirical correlation between film thickness roughness and tube length, gas and liquid density, and a Reynolds number. However, when incorporating the critical friction factor to develop the model an iterative process was used. As the authors state, this process is most reliable when realistic values for film thickness and the base film velocity at the gas-liquid interface are used to calculate flow rates and the Reynolds number. This can be seen in the following set of equations.

\[
\frac{\delta}{D} = 4.7 \left( \frac{P_2}{P_1} \right)^{7/3} R_g^{2/3}
\]

Where \( R_g = \frac{G}{\frac{m_l}{m_g + m_l}} \), \( x = \frac{m_g}{m_g + m_l} \), \( G = \frac{m_l + m_g}{A} \)

Based on the findings, Schubring concluded that base film thickness is most strongly connected to gas flow and the effect of liquid flow rate is more significant at lower gas flows and in the vertical geometry. They also noted that uncertainties varied with the film thickness, tube thickness, and surface roughness. Typical base film thickness uncertainties for the horizontal tube were around 2% for high gas flows and 5% for low gas flows. Uncertainties were higher in the vertical tube (approximately 15%) due to the decreased wall thickness. Expanding upon their past research, Schubring [2] conducted another series of experiments using planar laser-induced fluorescence (PLIF) in a vertical tube with an annular flow regime of an air-water mixture in order to quantify the liquid film thickness. By introducing fluorescent dye into the water, the thin film layer could be measured after a series of imaging processing. By detecting the presence of the dye at the surface of the film the thickness could then be determined. This experimental method proved advantageous over past methods as it allowed for a visual of the film after processing, which showed the differences between the base film and the waves that are observed during annular flow. The data obtained was applied to the Wallis [3] singlezone interfacial shear correlation, the Owen and Hewitt [4] correlation, and finally the two-zone model by Hurlburt. For the Wallis [3] correlation, results at low liquid flow rates are consistent with the experimental data. However, for high liquid flow rates the Wallis model is not suitable for annular flow film thickness predictions due to its inconsistencies with the experimental data. Typically, the Owen and Hewitt [4] correlation, essentially a more complex version of the Wallis correlation, uses the entrainment fraction as an input to output film height and pressure loss, however, by using film height as an input, the entrainment fraction and pressure loss are found. It was observed that the Owen and Hewitt [4] correlation performed similarly to the Wallis [3] correlation in that for low liquid flow rates the predictions for pressure loss are consistent with experimental data, however, at high liquid flow rates the model diverges. The analysis noted that the Owen and Hewitt [4] model was not better than other correlations.

Finally, a two-zone model presented originally by Hurlburt [5] was applied to the experimental data. This model uses a roughness-modified log law to model interfacial shear and was found to be inferior to the inaccurate aforementioned models. More specifically, the effect of liquid flow on interfacial shear is underestimated while the effect of gas flow is overestimated. Furthermore, for this model the entrainment fraction is not a strong function of gas flow, which is not consistent with the experimental data presented. In its entirety, this model provided an acceptable prediction, particularly at a low superficial liquid velocity, however it is bested by the Wallis [3] correlation, and the Owen and Hewitt [4] correlation.

From the analysis, Schubring [6] concluded that average film thickness is found to be an increasing function of liquid flow and a decreasing function of gas flow. For the present experimental data sets, the models discussed here all under-predict the importance of increasing liquid flow on pressure loss and interfacial shear. Finally, since high liquid flow rates in annular flow induce disturbance wave and entrainment activity, further modeling in these areas is needed. This paper proposes a new film thickness model that has been developed by correlating to a wide range of experimental data. This model is based on Reynolds, Weber, and Froude dimensionless numbers and requires only diameter, fluid properties, and flow rates as inputs.

Entrained liquid fraction models

In addition to accurate predictions of film thickness, determining the fraction of entrained liquid in the gas core is critical in correctly calculating core density and pressure drop. A number of experimental data sets and models have been proposed to attempt to estimate entrainment. Most models however are limited to the experimental data sets from which they were correlated. Entrainment is the fraction of liquid entrained as droplets in the gas core – it has a range between 0 and 1, with 0 being perfect gas/liquid separation and 1 being the transition from annular to dispersed mist flow. One of the earliest models for predicting entrained liquid fraction is the work of Steen and Wallis [6], this model was developed graphically and is highly limited to low liquid and gas flow rates. A number of pressure drop models used this model to estimate entrainment due to its simplicity. Recent work on studying entrainment and associated models has been done by Cioncolini and Thome [7,8] who compared a number of proposed entrainment models against a broad range of experimental data and...
proposed another model that incorporates a refined Weber number. The data set includes 8 different gas-liquid combinations and over 19 different tube diameters. Inlet effects are not considered in this study, as the experimental setups have been designed to remove any dependence on the inlet conditions.

Cioncolini and Thome [8] observed that the best predictions of entrainment for the entire data set are given by the Sawant [9] correlation, followed by Ishii and Mishima and Pan and Hanratty [10,11]. If the entrained liquid fraction is above 0.5, the best predictions are given by Oliemans followed by Sawant [9,12]. The correlation presented by Oliemans requires an elaborate equation for entrainment:

\[ \frac{e}{1-e} = 10^{12} p_l^{1.6} p_g^{-0.4} \mu_l^{-0.4} \mu_g^{0.6} \sigma^{0.4} d^{0.4} J_l^{0.4} J_g^{-0.6} \]

(2)

In this equation, entrainment is a function of many different parameters. The exponents b0 - b9 are dependent on the liquid film Reynolds number, and are given in a tabular form in the literature. The definition of the Reynolds number for this model depends on the fraction of entrained liquid. This results in a tedious iterative procedure to calculate entrainment. This model does not include density and viscosity of the droplet laden core but uses density and viscosity of the gas and liquid separately and therefore fails to properly capture the effect of the entrainment process on the core flow properties Cioncolini and Thome [8].

Ishii and Mishima [9] developed a correlation to predict the liquid entrainment fraction in the quasi-equilibrium annular flow region. The equilibrium entrainment fraction is when the rate of droplet entrainment equals the rate of droplet deposition. Their correlation is non-dimensional, explicit and was developed based on low pressure air-water data. The correlation was developed using an entrainment fraction of 1.0 as the upper boundary limit. More recent experimental data has shown that it is not possible to entrain all of the liquid from the liquid film even at very high gas velocities therefore their model fails to predict the observed trends at higher gas velocities. Sawant [9] proposed a correlation that uses dimensionless numbers for ease of use. Up until the introduction of this model, other correlations have proved to only be accurate for low flow, low pressure conditions. The model of Sawant [9] was developed to be able to accurately predict entrainment behaviour at high flow and high pressure conditions.

\[ E_{m} = \tan h \left[ 2.31 \times 10^{-4} R_e^{0.3} \left( W_e - W_i \right)^{-2} \right] \]

(3)

The calculation requires the prediction of maximum entrained liquid fraction, Emx:

\[ E_{mx} = 1 - 13 N_e^{0.5} + 0.3 \left( R_e - 13 N_e^{0.5} \right)^{0.9} \]

(4)

Sawant [9] stated that the prediction of the maximum entrainment parameter requires further refinement and is therefore the constraint to their model. Cioncolini and Thome [8] determined that the core flow Weber number is the dominant dimensionless group in predicting the entrained liquid fraction. They developed a correlation based on this parameter:

\[ E = \left( 1 + 13.18 W_{e, core} \right)^{1.7} \]

(5)

\[ W_{e, core} \] is the core flow Weber number, given as:

\[ W_e = \frac{p_c V^2 d_{in}}{\sigma} \]

(6)

They note, however, that accurate prediction of the core Weber number requires an accurate prediction of the average liquid film thickness, which results in an iterative calculation procedure. Their recommendations for further work include more experimental investigation concentrated on obtaining accurate data on the entrained liquid fraction. They recommend focusing on annular flows with high entrained liquid fractions as this appears to be where most models fail to accurately predict experimental data. This paper incorporates the Sawant [9] entrainment model into a modified pressure drop model. The choice of this model is validated by comparing its results with experimental data and by comparing it with results from other widely used entrainment models proposed by Steen and Wallis, Ishii and Mishima [7,10].

**Pressure-drop models**

Theoretical analysis of vertical flow began in the 1930s however it was not until the 1950s that correlations between all the various factors involved began to be documented. Gilbert [13] proposed complex empirical correlations for pressure drop in gas-liquid vertical flow but his method is based on limited production rates and conditions. Poettman and Carpenter [14] used an energy-balance method, a simplified Reynolds number and a limited amount of low flow rate measured field data as the basis of their theory. This method treats the system as a single-phase, which fails to take into account all the components of the energy balance and does not consider liquid/gas void fraction in the calculation of the overall mixture density. The discrepancies between measured data and these early correlations justified the need for large-scale laboratory experimental data to be used to find more suitable models and correlations to understand two-phase annular vertical flow. Duns and Ros [15] proposed the use of the pressure balance equation rather than an energy balance equation and also included the liquid holdup/void fraction in the density calculation. The pressure balance equation includes static, friction, and acceleration gradients which allows for distinguishing between the vertical two-phase flow patterns. Ultimately, this introduction to differentiating between flow patterns led to the refinement of modeling vertical two-phase annular flow. All the early work was done in short-tube laboratory apparatuses making it difficult to apply to actual field conditions where well tubing lengths are much longer. Hagedorn and Brown [16] ran experiments in longer tubes and used the data to develop more generalized correlations for pressure drop in vertical two-phase flow. Orkiszewski [16] developed pressure drop prediction correlations that were based on identifying the specific two-phase flow pattern. His method moved to be complex and is not fully tested for annular flow patterns. The models presented in the early work from the 1960s are valid only for the conditions under which the experimental data was taken. Aziz and Ansari [17,18] developed models that can be applied to a wider range of operating conditions. Their correlations elaborated on the early work and proposed models that predict annular flow behaviour using physical characteristics. Up until this date, all the early models were characterized by the rigorous steps involved to describe the physical nature of the annular flow which relied on determination of liquid film thickness, liquid entrainment, and interfacial shear stress. Hasan and Kabir [19] present a simplified model that assumes the liquid-film thickness is too small to have any significant contribution to computing accurate pressure drops. This method simplifies the mechanical energy balance by assuming the liquid film thickness is zero such that all of the liquid is moving through the core at the same velocity as the liquid. The core velocity equals the sum of the superficial liquid velocity and the superficial gas velocity. The Chen [20] correlation is used to determine the friction factor used in the pressure drop equation. The roughness
value used in the correlation is that for the pipe wall, ignoring the wavy-liquid film. When compared to other models, this approach proved to match experimental data just as well. A recent model proposed by Schubring and Shedd [2] ignores the simplified approach and presents a model that is predominantly based on mass balance principles and by dividing the model into a base film zone and a wave zone. The model does not assume an average liquid film thickness but requires a base film thickness input and then assumes an average wave film thickness of two times that of the base film. Interfacial shear of the base film, wave roughness, and wave transitions are all estimated. While this method requires a number of parameters to be calculated, the inputs are only flow rate, fluid properties, and geometry. A time-averaged pressure gradient can be calculated based on the intermittency of the liquid flow waves. The proposed modified model is compared against the Schubring [2], Ansari [18], and Hasan and Kabir models [19].

Theory

Liquid entrainment model

Using experimental data in the literature Sawant [9] proposed an entrainment model as follows:

\[
E = E_m \times \tan \left[ \frac{2.31 \times 10^{-4} \rho_{\mu}^{0.3} (W_c - W_s)^{1.2}}{R_l} \right] \tag{7}
\]

\[
E_m = 1.3N_{\mu}^{-0.5} + 0.3 \left( R_l - 13N_{\mu}^{-0.5} \right)^{0.8} \tag{8}
\]

Superficial liquid Reynolds number \(R_l\) and viscosity number \(N_{\mu}\) is defined as follows:

\[
R_l = \frac{\rho \mu U_s D}{\rho_{\mu}} \tag{9}
\]

\[
N_{\mu} = \mu \left( \frac{\sigma}{g(\rho - \rho_l)} \right)^{0.5} \tag{10}
\]

Weber number and critical Weber number can be calculated as follows:

\[
W = \frac{\rho g U_s^2}{\sigma} \left( \frac{\rho_l - \rho_g}{\rho_g} \right)^{0.2} \tag{11}
\]

\[
W_c = \frac{\rho_l U_s^2 D}{\sigma} \left( \frac{\rho_l - \rho_g}{\rho_g} \right)^{0.2} \tag{12}
\]

Critical Superficial Gas Velocity (\(Re \leq 1635\))

\[
U_s = \frac{11.78Rl^{0.3} N_{\mu}^{0.8}}{\mu_l \sqrt[3]{\rho_g}} \tag{13}
\]

New film thickness model

Based on available experimental data, a new film thickness model was developed from a range of experimental data sets. These data sets come from the works of Schubring [1,21-23], Bai and Newell, Alamu, Azzopardi, Paz, Shoham and Butterwoth [24-27]. The experimental data sets cover conditions of superficial liquid velocities ranging from 0.6 to 38.8 cm/s, superficial gas velocities ranging from 13.4 to 110.6 m/s, and diameters ranging from 12 to 51 mm. The new film thickness model is based on Reynolds, Weber, and Froude dimensionless numbers and thus requires only diameter, fluid properties, and flow rates as inputs.

\[
\delta_{mod} = 1.93 \times 10^{-4} \left( Re \right)^{0.246} \left( We \right)^{0.161} \left( m_l/m_g \right)^{0.56} \left( Fr \right)^{0.15} \tag{14}
\]

Where, \(Re = \rho g U_s g D/\mu, We = \rho g U_s^2 D/\sigma, Fr = U_s l/\sqrt{gD}\)

Previously proposed models rely on correlated methods and empirical data from experiments that cover a narrow range of data to determine base film thickness as well as wave thickness. The new film thickness model has been developed from past experimental results, which collectively cover a broad range of diameters, fluid properties, and flow rates. The new model therefore provides a better model than those previously proposed.

Pressure drop model

The newly proposed film thickness model and Sawant [9] proposed entrainment model is used to calculate the pressure loss in an annular flow using Schubring and Shedd model as follows:

\[
\frac{d}{dD} \left( 1 - \frac{\sigma}{\rho} \right) \frac{d}{d\rho} + \frac{d}{d\rho} \frac{d}{d\rho} \frac{d}{d\rho} \tag{15}
\]

Results and Discussion

Validation of new model with experimental data

Results from the new model were compared with results presented by Schubring [1,22], Alamu and Azzopardi and Butterwoth [26,27]. Each author has developed their respective film thickness models based on a series of experiments that use diameters ranging from 19 mm to 31.75 mm. As such it is not acceptable to directly compare the values for experimental film thickness with the values calculated by the new model. In order to circumvent the inability to directly compare these values, both experimental film thickness and modeled film thickness have been normalized with their respective diameters and presented in the form of \(\delta/D\). The Figure 2 represents a comparison between normalized values of experimental film thickness values and film thickness values calculated by the new model.

For complete agreement between experimental data and model results, the values from Figure 3 should lay on the line \(y = x\), however it can be seen that the majority of the points in this figure lie within
the +/- 20% tolerances. Therefore, the comparison between the new film thickness model and experimental film thickness data reveals that the model is indeed an appropriate approximation of experimental film thickness values for wider range of experimental data.

Further analysis of the new model and past models developed by Elvis, and Alamu with experimental measurements of film thickness reveal that the new model does indeed provide better predictions [26]. Figure 4 shows the comparison of film thickness models with experimental data and other models. The comparison of film thickness models with experimental data and other models clearly shows that while the values for the new model mostly reside within the acceptable area of +/- 20% of experimental data, values from Elvis and Alamu [22] reside outside this area. It can be noted that the models presented by Elvis and by Ansari [19] show a tendency to over predict film thickness, while the model presented by Alamu, greatly under predicts experimental film thickness values.

The inability to predict experimental results from models presented by Elvis and Alamu can also be observed in Figure 4 by the interaction between film thickness and varying superficial gas velocity. The new model remains the more accurate model, as it does not appear to deviate from the film thickness trends captured by the experimental data therefore validating the use of this new model developed in this study.

Entrainment model selection
To simplify the model presented by Schubring and Shedd [2],
a model to estimate liquid entrainment fraction was chosen from existing models. Steen, Wallis, Ishii, Mishima and Sawant [7,9,10] were compared against experimental data to determine a suitable choice. Experimental data was extracted from literature from Sawant and Owen [4]. Table 1 presents the conditions under which the experimental data sets were generated.

**Validation with Sawant experimental data** [1]: Figures 5-8 compare the Sawant [9] entrainment model with the Steen and Walls and Ishii and Mishima [7,10] models against the Sawant [12] experimental data. The graphs show the trend of entrainment fraction with increasing superficial gas velocity. While each model’s predictions agree well with experimental data at low pressure and low liquid flow rates, only the Sawant [12] model predicts the trends at higher liquid flow rates and higher pressures. Ishii and Mishima [9] over predict at higher
gas flow rates because their model was developed using an entrainment fraction of 1.0 as the upper boundary limit. In reality, as presented by the experimental data, the entrainment fraction approaches the limit much lower than one at high gas velocities. Table 2 summarizes the average % difference of each model with experimental data.

**Validation with Owen experimental data** [4]: Figures 9 and 10 compare the Sawant [9], Steen and Wallis [6], and Ishii and Mishima [9] entrainment models against the Owen [4] experimental data. Again, due to the assumption inherent in the Ishii and Mishima [9] model that all the liquid can be entrained at high gas flow rates, their model fails to predict experimental data for this set. Their model predicts entrainment of ~1.0. Steen and Wallis [6] predicts the overall trend but at the low liquid flow rate the predictions are ~63% greater than experimental. Similarly, at the high liquid flow rate the predictions are ~22% greater than experimental. The Sawant [9] model matches the observed trends in close agreement, within +/-20% for both data sets. At the low liquid flow rate the predictions are on average ~0.4% less than experimental. Similarly, at the high liquid flow rate the predictions are ~16% less than experimental. For both experimental data sets of Sawant and Owen,
the Sawant [4,6,9] model agrees within +/-20%. Figure 11 summarizes the comparison of all three models with experimental data. Steen and Wallis and Ishii and Mishima [7,10] both fail to agree with experimental data within suitable limits and fail to predict observed trends at high gas flow rates and higher pressures. Ability to predict entrainment at these conditions is critical for modelling annular flow in natural gas wells as high gas flow rates and high pressures are typical operating conditions. Sawant [9] is a suitable choice of entrainment model due to its simplicity and validation with experimental data.

Validation of modified pressure drop model

The modified pressure drop model presented in the previous section was compared against experimental data and models of Ansari and Hasan and Kabir [19,20] to validate that the model, though simplified, agrees with Schubring and Shedd’s [2] results and predicts better than the other models studied. The modified model is a simplification of the Schubring and Shedd [22] mass balance / two zone approach. Ansari [19] is a semi-mechanistic approach that uses Steen and Wallis [6] to estimate entrainment and uses Wallis [3] to estimate the core friction factor which requires determining a wall friction factor and a superficial liquid friction factor. Hasan and Kabir [20] is a homogenous model that is less rigorous than both Schubring and Shedd and Ansari [2,19].

It assumes that the liquid film may be ignored and that all the liquid therefore moves through the core with the gas phase at equal velocities. The model uses the correlations proposed by Chen to compute the two-phase friction factor [21]. Experimental data was extracted from literature from Schubring [23]. Table 3 presents the conditions under which the experimental data sets were generated.

Validation with Schubring experimental data

Figure 12 compares the modified pressure drop model with the Schubring and Shedd [2], Ansari [19], and Hasan and Kabir [20] models against the experimental data of Schubring [23]. All models capture the trend that with increased flow rates, pressure drop will also increase. Hasan and Kabir [20] consistently over-predict while Ansari [19] under-predict. The modified model proves to agree with the predictions of the Schubring and Shedd [22] model. As presented in Figure 13 at high gas flow rates (65 and 76 m/s) and high liquid flow rate (0.35 m/s), experimental data shows that pressure drop does not continue to increase. All models fail to capture this trend. Some authors have seen that at these high rates the entrained droplets cluster together within the core and exhibit a wispy-annular type flow regime. The two-zone model, and therefore the modified model, are not able to predict this behaviour accurately. The modified model, while a simplified version of Schubring and Shedd [2], still agrees with experimental data and agrees with Schubring and Shedd’s [2] results.

Conclusion

A modified two-phase vertical annular flow pressure drop model has been proposed based on simplification of Schubring and Shedd’s [2] model. A new film thickness model has been proposed and incorporated into the model for simplification purposes. The new film thickness model is a simple model that requires only flow rates and fluid properties and is based on dimensionless terms. Further simplification was achieved by incorporating the entrainment model of Sawant [9] and by simplifying the characteristic gas velocity calculation to eliminate an integral term. The results of the simplified modified model agree well with experimental data and agree with Schubring and Shedd’s [2] results and predict better than other earlier pressure drop models of Ansari, Hasan and Kabir [19,20].

The conclusions drawn from this study are as follows:

a) A new model was developed to calculate the film thickness for annular flow.

b) Hydrodynamic force balance was applied to develop the new model.

c) The newly developed model can reliably predict experimental data compared to other models.

d) The new model will help to reliably predict gas well pressure gradient for a wide range of operating conditions.
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