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Introduction
Modelling the software failure phenomena and estimating the 

model’s parameters are essential matter in the software engineering field. 
One of the most popular approach to describe the software development 
process is nonhomogeneous Poisson process (NHPP) software 
reliability growth models (SRGMs), some of the earlier models belong to 
NHPP are [1-3], and many others have been proposed afterthought. Two 
commonly used methods for parameters estimation in NHPP SRGMs 
are the maximum likelihood estimation (MLE) and the least squares 
estimation (LSE) [4-6]. The MLE method is very intensively used in the 
literature because of its statistical properties, using this approach the 
likelihood function is maximized to determine the parameters that are 
most likely to produce the observed data. It is usually recommended 
for large samples, applicable to most models and different types of data, 
and produces accurate estimates with small estimated variance [7]. The 
LSE technique has attracted the attention of researchers because of its 
computational simplicity, least squares estimates are obtained by fitting 
a parameterized function to the data points via minimizing the sum of 
the deviations squared, it is simple to be calculated and programmed, 
but it does not use the information in the entire data set which affects 
its accuracy, with LSE method the importance of each data sample 
point is considered the same by assuming that the variance of the error 
term is constant. More realistic assumptions that suit the reliability 
data is assigning proper weights to data points through using weighted 
least squares analysis to try to improve the accuracy of the parameter 
estimation. Nonlinear least squares estimation (NLSE) and Weighted 
nonlinear least squares (WNLSE) techniques arise in the cases when 
the parameterized function is not linear in the parameters [8-11]. 
NHPP Gompertz model is one of the simplest S-Shaped software 
reliability models which consider the number of faults per unit of time 
as independent Poisson random variables, Sakata was the first who 
employed the Gompertz curve model [12], later the ability of its curve 
to give a good prediction of the detected cumulative number of faults 
encourages the researchers to develop NHPP formulation of this model 
which later has been widely utilized in software engineering field. In 
the literature, the maximum likelihood (ML), non-linear least squares 
(NLS), and ordinary least squares (OLS) estimation methods have been 
considered to estimate the parameters of NHPP Gompertz model [13-
15]. The strong non-linearity of the NHPP Gompertz model may cause 
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inaccurate prediction results when using the MLE method, LSE method 
require for the variance to be constant across the time range which is not 
the case with this model. This paper focuses on the weighted nonlinear 
least squares estimation (WNLSE) method as an alternative approach to 
overcome the problem of having unequal variance (heteroscedastic) of 
NHPP Gompertz model, this approach can often be used to increase the 
effectiveness of parameter estimation. This is accomplished by trying 
to give each data point its appropriate amount of influence over the 
parameter estimates based on weighting factors. The rest of this paper 
is organized as follows: Section 2 provides a brief historical review and 
some characteristics formulas of NHPP Gompertz model. Section 3 
introduces the MLE, NLSE and WNLSE methods for NHPP Gompertz 
model in case of time data. To show the performance of the WNLSE 
method three of real data examples are discussed in Section 4. Finally, 
the last section summarizes the conclusions of the study.

NHPP Gompertz Model
Goel and Okumoto [1] were the first who proposed the NHPP 

Gompertz model which is later stated to be used by many computer 
scientists because of the good approximation of this S-Shaped growth 
model to a cumulative number of software faults observed in testing 
phase. S-shaped models are used to analyze software reliability where 
the mean value function versus time plot usually is S-shaped. This 
model can be expressed either by its mean value function which 
represents the total cumulated number of errors observed within time 
is (0, ti] or by its intensity function which is an appropriate way of 
specifying how the present failure depends on the past failures, their 
formulas are respectively as follows:

ib t(t ;k, b,c) kcim =                                                                   (1)
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dm
b inc inb
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ξ = =              (2)

where k > 0 , 0 < b, c < 1, c is a constant, b is the shape parameter, and 
k is the expected initial error content of a software product, the NHPP 
Gompertz model is a flexible model, demonstrated by the different 
shapes of its mean value and intensity functions that shown in Figure 
1 for different values of parameters, The cumulative failure occurring 
silhouette in Figure 1a is S- shaped, the growth rate of cumulative failure 
occurring is small at beginning; then it increases to reach a maximum, 
and in the end slowed down to give the S-shape form. The shape of the 
intensity function in Figure 1b is either decreasing or showing an initial 
raise before start declining (unimodal shape). The rest of this model’s 
characteristics are as follows: The number of remaining errors function 
based on the mean value function in Equation (1) can be expressed by:

ib t(t ;k, b,c) (t ;k, b,c) (1 c )i ik m kΝ = − = −            (3)

While, the corresponding error detection rate function is given by 
using Equations (2 and 3) as follows:

ib t
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it
i

i
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            Additionally, the conditional reliability and mean time between 
software failures functions can be respectively written as:
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Estimation Procedures for NHPP Gompertz Model
The formulas for determining the estimates of NHPP Gompertz 

model’s parameters for the maximum likelihood (ML), nonlinear 
least squares (NLS), and weighted nonlinear least squares (WNLS) 
estimation methods will be presented in this section.

Maximum likelihood estimation method

The maximum likelihood (ML) estimates of the NHPP Gompertz 
model parameters are provided as follows: Given the mean value and 
intensity functions in Equations (1 and 2) respectively, the joint density 
or the likelihood function of t1, t2, … , tn of the NHPP Gompertz 
growth model can be obtained as:

( ) ( ) ( ) n n
1 1, , t ;k, b,c (t ;k, b,c) exp ( ) ( )

s s
isn b n n b n

NHPP i i i iL k b c S kc inc inb c bξ= =
  Π = − Π   

n= =e-m k     (7)

Hence the log-likelihood function is:

( ) ( ) ( )1 1, , ( ) ( ) ( )
s

isb n n n
NHPP i i iL k b c S kc n n k n n inc n n inb b n a S n b= == = − Ι Ι Ι ∑ Ι Π Ι     (8)

By differentiating Equation (8) with respect to k, a, and b 
respectively, and equating to zero, yields:

sb n

nk
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=                                                                                  (9)
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Equations (10) and (11) can be solved numerically to obtain
ˆMLEc 𝑎𝑛𝑑  ˆ

MLEk , then by substituting them in Equation (9), ˆMLEk
can be found.

Nonlinear least squares and weighted nonlinear least squares 
estimation methods

LSE is a popular technique and widely used in many fields for 
function fit and parameter estimation. The LSE method may be simple 
but very useful in estimating model parameters. It finds values of the 
parameters such that the sum of the squares of the difference between 
the fitting function and the experimental data is minimized [16]. 
Suppose that the following n data points are provided: (t1, y1), (t2, y2), . 
. . , (tn, yn). The model to be fitted to these data is defined by:

( ),i iy x θ ε i=f +                                                                       (12)

Where i = 1, … , n, θ is the parameter vector, and εi is the error 
term. In statistics theory εi is assumed as independent variables of 
normal distribution N(0, σ2), where σ2: is the variance of the normal 
distribution. Mathematically, the traditional nonlinear least squares 
estimation method concerns in determining the value of the unknown 
parameters that minimizes the following quantity:

( )1 ,n
i i iy f xψ β=∑ −  

2

NLF =                                 (13)

If εi ∼ N(0, σ2), and σi (1 ≤ i ≤ n) is not constant, the phenomenon 
is called heteroscedasticity. In this case the WNLSE is recommended as 
it increases the accuracy of the estimators, the unknown parameters in 
this estimation method have to be estimated by minimizing the following 
objective function:

( )( )1 ,n
W i i i iw y f xψ β=∑ −

2

NLF =                        (14)

Where wi > 0: is the weighting function, selecting the appropriate 
weighting function playing an important role in enhancing the 
obtained prediction results, one of the approach of calculating these 
factors are the optimal which based on use the inverse of the variance, 
another way is to specify these factors empirically.

The NLS estimates of the NHPP Gompertz model’s parameters k, c, 
and b are to minimize the following objective function:

ib t

1( , , )
it

n
NLF i i

c bk c b tψ
−−

=

 
∑ − 

  

2

= 
kloclogb

                                        (15)

Differentiating Equation (15) with respect to k,  and b and setting the 

partial derivatives equal to 0, 
(k,c, b) (k,c, b (k,c, b0, 0,NLf NLf NLf
k c b

ψ ψ ψ∂ = = ∂ ∂ ∂ 
Figure 1: Different mean value and intensity function of the NHPP Gompertz 
model a) mean value function b) intensity function.
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the following three equations will be obtained:

The	 solution	 of	 the	 Equations	 (16),	
(17),	 and	 (18)	 is	 the	 NLS	 estimates 

NLSEc , NLSEc and NLSEb


 of the NHPP Gompertz model.

Similarly, the WNLS estimates of the NHPP Gompertz model’s 
parameters k, c, and b are to minimize the following objective function:
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The solution of the Equations (16), (17), and (18) is the NLS 
estimates (k ̂NLSE,c ̂NLSE and b ̂NLSE) of the NHPP Gompertz model. 

Similarly, the WNLS estimates of the NHPP Gompertz model’s 
parameters k, c,and b are to minimize the following objective function:
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Differentiating Equation (19) with respect to k, a and b and setting:
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k c b
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then solving for k, a and b, yields:
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Application of the Estimations Techniques
Description of datasets

To evaluate the predictive capability of the MLE, LSE. and WNLSE 
techniques the following three data sets are used: Data1 is taken 
from [17], it contains 30 execution times between successive failures 
in tens of seconds; Data2 is presented by Kim HC [18] consists of 41 
time between failures in hours; Data3 were collected from a Philips 
development centre and consists of 246 inter-failure times in minutes. 
The three data sets are listed in Tables 1-3. Respectively; read from left to 
right, and represented graphically in Figure 2.

Selection of weight functions

In WNLSE method, suggesting suitable empirical weight functions 
is critical and play an important role in enhancing the obtained 
prediction results. In theory, the optimal weight function is 2 1 /iw σ= , where i = 
1, … , n, another type of weighting methods is empirical weight function 
[19]. Utilising the WNLSE method to find the parameter estimates 
permits the weights to determine the impact of each data item to 
the final parameter estimates. In fact, the weight for each data item is 

Times between failures in tens of seconds

0.479 0.266 0.277 0.554 1.034 0.949 0.693 0.597 0.117 0.17

0.117 1.274 0.469 1.174 0.693 1.908 0.135 0.277 0.596 0.757

0.437 2.23 0.437 0.34 0.405 0.575 0.277 0.363 0.522 0.613

Table 1: Data 1 of the times between failures in tens of seconds, number of 
failures=30.

Times between failures in hours

5.649 3.271 11.37 9.665 4.76 41.235 2.221 0.454 4.397 6.092

0.69 3.056 0.809 16.986 1.333 10.557 4.5 1.667 0.278 2.778

0.061 9.883 22.5 178.64 13.294 43 47.35 30.153 20.494 0.52

93.5 74.48 20.8 79.5 7.033 1.967 16.617 24.417 21.167 24.8

336                  

Table 2: Data 2 of the times between failures in hours, 41 single failure data.

provided relative to the weights of the other data item; hence different 
sets of absolute weights can have same influences. Thus, iw  is taken to 
be a sequence of positive weights which considers as a random variable. 
The suggested empirical weight functions in this application are 
constructed and summarized in Table 4 based on the software testing 
data and some suggested constant parameters to restrict the parameter 
estimates in a way that ensure getting enhanced prediction results.

Goodness-of-fit evaluation criteria

The following four criteria will be used to evaluate the performance 
of the NHPP Gompertz model based on the three different methods of 
estimation and three real data sets:

1	 Mean square error (MSE)

2	 Mean absolute error (MAE)

3	 Variance

4	 Root mean square prediction error (RMSPE)

Those measures are useful and widely used in model evaluations 
to measure the deviation between the predicted and actual values, 
mathematically are defined as follows:

( ) ( )( )2

1

; ;i in
i

TTF t TTF t

n p

µ θ µ θ
=

−
∑

−

 

MSE=
          (24)
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MAE=             (25)
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n
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=

− −
= ∑

−

          (26)

2 2RMSPE Varince Bias= +                                   (27)

Where,

μTTF(ti; θ): actual mean time between software failures 
 ;( )TTF tiµ θ : predicted mean time between software failures 

n: the number of observations

p: the number of parameters to be estimated.
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Philips failure data 

1.054 24.8674 30.858 0.0022 10.245 0.825 1.7927 1.0913 4.0461 1.2304 4.8543

8.1568 0.8003 0.0737 0.8878 3.9432 3.1141 4.0786 0.0026 1.0979 1.6862 0.0089

0.3083 0.7192 0.0059 0.0424 0.105 0.0114 0.1307 3.9438 2.0688 0.0511 0.7924

0.0114 0.0043 2.8295 0.004 0.2498 0.0023 0.0061 0.7064 0.192 0.0545 0.0924

0.6828 0.028 0.1678 0.9687 0.0153 0.0405 0.7636 0.1485 3.0432 0.0174 0.8398

0.1321 0.1769 0.9607 0.0323 0.0241 1.986 2.9412 0.6798 1.2686 0.0272 0.0318

0.012 1.0108 0.0063 0.6236 0.0195 0.1531 0.1219 0.0595 2.6693 0.0352 0.0058

0.0063 0.0203 0.0833 0.0497 0.0995 1.0135 0.6875 0.0125 0.0106 0.2648 0.0139

0.0249 0.6875 0.1573 0.0162 0.0138 0.0211 0.0132 0.0152 0.0117 0.0274 0.0089

3.7143 0.0267 0.0019 0.1991 1.955 0.0808 0.6965 0.2034 0.0652 0.0108 0.0368

0.0012 0.0041 0.0792 4.6968 0.1574 0.0177 0.0856 0.6574 0.2155 0.8006 0.0398

0.0079 0.0032 0.0994 0.0077 0.0146 0.0234 0.0039 0.1177 0.018 0.0122 0.005

0.0035 0.0134 0.0028 0.7002 3.895 0.2764 0.7778 0.1614 0.8513 0.1651 0.8563

0.2975 2.9149 0.7399 1.0617 0.0141 0.9364 0.006 0.2109 0.0905 0.6663 0.0438

3.2155 0.007 2.0793 1.8435 0.037 9.8811 0.0094 0.1567 1.9834 6.7883 7.2009

2.0055 0.0676 4.7478 1.09 3.9148 0.9403 0.1446 0.13 0.7366 0.0058 1.0615

0.0084 0.1699 0.0011 0.0044 0.0119 0.9526 3.9987 0.9457 0.0301 0.0111 0.0142

0.035 0.033 0.9981 7.7357 11.188 1.762 6.11 13.196 1.675 0.0088 0.076

22.137 4.8796 1.9997 3.9976 1.9833 5.281 12.668 3.1888 11.019 2.0366 0.8268

0.9677 0.0112 0.0967 3.1086 0.7572 0.2747 0.0583 0.0398 0.945 4.7504 0.0008

0.003 0.2525 0.0033 2.6702 5.3665 13.928 15.888 0.0218 15.028 13.972 12.104

1.8989 26.8023 7.9313 4.0486 0.1535 44.866 18.207 8.0884 1.6854 7.1911 2.8545

4.0503 13.9556 13.989 0.024              

Table 3: Philips failure data 3: execution times between successive failures in minutes, number of failures=246.

Figure 2: Plot of the number of failure per time a) failure data 1, n=30 b) failure 
data 2, n=41 c) failure data 3, n=246.

And the bias, the average difference between the estimator and the 
truth, is obtained as follows:

( ) ( )( )
1

; ;i in
i

TTF t TTF t
Bias

n

µ θ µ θ
=

−
= ∑

 

The smallest values of the above criteria indicate that the model 
does fit the data well [20-22].

Data analysis of results

This section evaluates the performance of maximum likelihood, 
nonlinear least squares, and weighted nonlinear least squares estimation 
methods for NHPP Gompertz model using MSE, AME, Variance, 
RMSPE criteria. Three real data sets are used and 10 different empirical 
weight functions for the WNLSE method, the results are summarized 
in Table 5, according to the obtained results the following comparisons 
are done:

Comparison between MLE and NLSE method: For the first and 
second data sets (Data 1 and Data 2) with n=30 and 41 respectively, the 
NLSE method gives better performance than the MLE method based 
on the four selected criteria. While for Data 3 the larger studied data 
set n=246, the MLE method gives better performance than the NLSE 
according to the MSE and AME criteria while the other two criteria 
show that the best prediction results are obtained using the NLSE. In 
more details the value of the MSE is 21.6463 for MLE method and 
22.1516 for the NLSE method, while AME criteria is 2.5233 for the MLE 
method and 2.8201 for the NLSE method. The values of Variance and 
RMSPE equal to 4.8800 and 4.9591 respectively for the MLE method 
but equal to 4.7593 and 4.7441 respectively for the NLSE method. 
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Empirical weight functions Name
Empirical weight functions Formula 

(𝑤𝑖)

Ewf1 iη

Ewf2 i η−

Ewf3 ( )1
i
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i

β
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Ewf4 ( )1

1
i
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β
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1
i
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β

=∑

Ewf6
1

i

j
j

x
β

=

 ∑ 
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Ewf7 i

Ewf8
1

i η−

Ewf9
1

i η−

Ewf10
1

i η−

Table 4: Empirical weight functions.

Overall, our results show that the NLSE is superior to the MLE for the 
data obtained from project with small testing phase, while increasing 
the time of testing helps to enhance the performance of MLE method.

Comparison between WNLSE and MLE method: The WNLS 
estimates based on the 10 suggested empirical weights in Table 4 is 
compared with the ML estimates considering the four evaluation 
criteria which results in 40 comparison cases for each data set:

a. For data 1: Only the Ewf5 and Ewf8 give larger Variance 
and RMSPE for the WNLS estimates than the MLE estimates since

0.4728MLVarience =  and RMSPE
ML

=0.4813 while

and 0.5426WNLSVarience =  and RMSPEWNLS=0.5719 for 
Ewf5 and Ewf8 respectively, therefore 36 of the 40 cases show the 
superiority of the WNLSE method over the MLE.

b. For data 2: all the 40 cases show that the WNLSE method 
performs better than the MLE method.

c. For data 3: According to the MSE criteria five of the weight 
functions show that the WNLSE method gives the best fit model, 
but with respect to the AME criteria the MLE method gives better 
prediction results comparing with all the 10 weight functions, while for 
the Variance and RMSPE criteria all the 10 weight functions show the 
superiority of the WNLSE method over the MLE method. Overall for 
this data set, 21 cases show that the best predictive capability comes 

when using the WNLSE method and 19 cases demonstrate that the best 
performance model is obtained when using the MLE method.

Comparison between WNLSE and NLSE method: Also, the majority of 
the considered cases is for the sake of the WNLSE method against the 
NLSE method; in more details:

a. For data 1: 36 out of 40 cases exhibit that the WNLSE method 
has lower evaluation criteria than the NLSE method.

b. For data 2: 25 out of 40 cases illustrate that the performance of 
the WNLSE method is better that the NLSE method.

c. For data 3: 24 out of 40 cases show that the WNLSE has better 
prediction performance than the NLSE.

Comparison between the empirical weight functions:

a. Objectively, based on the four selected criteria: Ewf1 gives the 
best fit model for Data 1.

b. For data 2: the MSE and AME criteria show that Ewf8 gives the 
best performance model while the Variance and RMSPE demonstrate 
that Ewf10 gives the best accurate model.

c. For data 3: the MSE and AME criteria show that Ewf5 gives the 
best performance model while the Variance and RMSPE demonstrate 
that Ewf4 gives the best accurate model.

In the other hand and according to our subjective judgement, based 
on the graphical representation in Figures 3 and 4: Ewf7, Ewf2, and Ewf3 
give the best fit models for Data 1, 2, and 3 respectively. Figure 3 presents 
the selected best fit models objectively and subjectively; while Figure 
4 shows the empirical weight functions that give the best fit models 
according to the graphical criteria.

Concluding Remarks
This paper has provided a detailed comparative study between the 

MLE, NLSE, and WNLSE approaches using three different SRGMs 
failure data and based on the NHPP Gompertz model. In reliability 
engineering, not all the failures have the same contribution to the 
overall system reliability, assigning different weight according to the 
significance of the failure helps to make the data more representative 
to the software failure behavior. Our main research objective is to 
investigate the performance of the WNLSE method in the presence 
of unequal variance of NHPP Gompertz model. Empirical weight 
functions based on software testing data is one of approaches that can 
be used in the WNLSE method. Application results show that the 
best empirical weight function depends on various factors and differs 
according to the nature of failure data sets. It also shown that in most 
cases the WNLSE approach has lower values of the chosen evaluation 
criteria and consequently better predictive ability comparable with the 
MLE and NLSE methods.

For the problem of unequal variances of SRGMs associated with 
reliability data the WNLSE approach is recommended to be checked for 
other types of growth models. Also obtaining the mathematical formula 
of the NHPP Gompertz model variance to discover the performance 
of the optimal weighting approach which may offer better predictive 
accuracy comparable with the empirical approach is another interesting 
point to be considered.

Reach to a sound conclusion and choose the best fit model for each 
project failure data is crucial, to make a reasonable decision subjective 
and objective methods were used in our examples, it is indicated that 
different evaluation criteria give different judges about the accuracy of 
the selected estimation method, also based on the considered objective 

0.4958WNLSVarience =  

11,2, , 0.5.    where i and
n

η β= = =
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Data 1 (30) Data 2 (41) Data 3 (246)

Method of estimation
𝑘̂

MSE AME Variance 
RMSPE

𝑘̂ MSE AME 𝑘̂ MSE AME

𝑐̂ 𝑐̂ Variance RMSPE 𝑐̂ Variance RMSPE

𝑏̂ 𝑏̂ 𝑏̂

MLE

30.64931 0.2131 41.0013 2390.637 246.0065 21.6463
0.0405 0.4135 0.0098 40.848 0.0386 2.5233
0.7654 0.4728 0.9901 51.2611 0.98 4.88

0.4813 52.38 x 4.9591

NLSE

32.481 0.2096 43.6406 1610.832 243.2227 22.2516
0.0311 0.392 0.0251 27.9819 0.0201 2.8201
0.7012 0.4618 0.9901 40.8794 0.9766 4.7441

0.4681 41.4358 4.7593

WNLSE (Ewf1)

34.2313 0.1702 40.7631 1593.83 231.2387 21.5748
0.0655 0.3579 0.0331 27.7 0.0314 2.8293
0.7938 0.4025 0.9913 40.2576 0.9827 4.6426

0.4039 40.6856 4.6482

WNLSE (Ewf2)

29.3768 0.1981 39.3751 1577.688 231.7112 21.9059
0.0403 0.3826 0.0342 27.5415 0.0256 2.826
0.7125 0.445 0.9911 40.1507 0.9798 4.6899

0.4499 40.6068 4.6994

WNLSE (Ewf3)

29.7889 0.1874 43.2786 1592.438 243.9065 25.2251
0.05126 0.3695 0.0303 27.2795 0.0297 3.9948
0.7334 0.4418 0.9907 40.9969 0.9909 5.8452

0.4493 41.6576 6.0994

WNLSE (Ewf4)

30.6705 0.1824 38.9252 1577.163 243.2387 21.3784
0.0528 0.3701 0.0331 27.6704 0.0346 2.9112
0.7553 0.4179 0.9909 40.0888 0.986 4.6048

0.4197 40.5277 4.6048

WNLSE (Ewf5)

29.755 0.2051 45.9092 1538.828 239.0957 21.1684
0.0414 0.3774 0.0544 24.3231 0.04235 2.6735
0.6922 0.4958 0.9907 44.5169 0.984571 4.6552

0.5134 46.3769 4.6792

WNLSE (Ewf6)

35.97407 0.1763 42.715 1846.243 242.0957 21.7427
0.054762 0.3683 0.015 33.1247 0.0323 3.1125

0.7922 0.4059 0.9901 41.903 0.9871 4.6831
0.4061 41.9105 4.6961

WNLSE (Ewf7)

26.6588 0.1816 41.6829 1790.294 242.4327 21.4497
0.0576 0.3717 0.0198 31.9693 0.05123 3.2705
0.7422 0.4138 0.9912 41.2448 0.991555 4.7809

0.4146 41.2462 4.8355

WNLSE (Ewf8)

28.5632 0.2074 39.9752 1434.6070 230.9874 26.2192
0.0542 0.3684 0.06 23.6119 0.045436 4.2372
0.6901 0.5426 0.9891 44.0092 0.993445 6.3598

0.5719 46.0809 6.7262

WNLSE (Ewf9)

31.498 0.1847 43.9585 1567.629 243.6426 21.6958
0.0501 0.3708 0.0156 28.9123 0.0279 2.8291
0.7512 0.4248 0.9872 40.3414 0.9822 4.6591

0.428 40.8946 4.6658

WNLSE (Ewf10)

28.2522 0.1967 40.1092 1522.57 238.866 21.405
0.042 0.3821 0.0148 29.5018 0.0339 2.8293
0.7112 0.4411 0.9865 39.1858 0.9844 4.6199

0.4452 39.5537 4.624

Table 5: Goodness-of-fit statistics for different methods of estimation of NHPP Gompertz model.
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Figure 3:  Objective and subjective best fit model a) data 1 b) data 2 c) data 3.

Figure 4: Empirical weight function: Ewf7, Ewf2, and Ewf3 a) data 1 b) data 2 
c) data 3.

and subjective methods different best fit models are chosen for each real 
failure data, In this ambit using the super model approach that may help 
to get one better accuracy model is worth to be investigated.
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