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Abstract
In many diseases, such as cancer, cells show a specific metabolic shift from their normal physiological state. The 

differences between the normal and the altered metabolic phenotypes may be exploited to identify points of fragility 
characterising the disease, and hence to specifically target altered cells. The application of Metabolic Control Analysis 
(MCA) has been proposed as a possible way to identify such points of fragility at the metabolic level. Here we use an 
MCA approach to assess the suitability of different enzymes as molecular targets for drugs designed to attack breast 
cancer. We base our study on experimental data characterising the metabolic features of breast cancer, and make 
use, where possible, of actual kinetic equations in the attempt to provide the most realistic description of the system 
under study. Unknown metabolic and kinetic quantities are sampled randomly, providing us with a probabilistic as-
sessment of the control profile of the system in the two metabolic phenotypes. The suitability of the different enzymes 
as molecular targets is subsequently assessed with respect to criteria of both high efficacy and low toxicity.

Keywords: Computational medicine; Systems medicine; Cancer;
Metabolic control analysis; Network drug design

Introduction
For almost a century, it has been known that the emergence of 

cancer is accompanied by specific metabolic alterations. In particular, 
most cancer cells are characterized by increased glucose consumption 
and an aerobic glycolytic activity (known as the Warburg effect) [1]. This 
metabolic shift, observed almost universally during carcinogenesis, has 
always been considered a reliable biomarker for tumours [2], and today 
researchers are assessing the possibility to exploit it in order to target 
cancer cells more specifically than through traditional approaches [3]. 
There is currently a quest to find anticancer drugs operating at the 
metabolic level with both high efficacy and low toxicity. The underlying 
idea consists of identifying enzymes that represent points of fragility 
that specifically characterise the cancerous metabolic phenotype [4-
6]. These enzymes are such that an alteration in their activity (due for 
example to the action of an anticancer drug) would elicit the desired 
response in cancer cells, without affecting their normal counterparts. 
Metabolic Control Analysis (MCA) is a conceptual framework that can 
profitably be used to identify such points of fragility [7-9]. The aim of 
MCA is to understand how the control upon a system’s property is 
distributed among the different enzymatic steps of a metabolic network 
[7]. Enzymes which exert a strong control over a property of interest 
in the cancer metabolic phenotype and a low control in the normal 
phenotype can be considered good candidate targets for a drug aimed 
to elicit a high differential response between neoplastic and normal cells.

One way to apply MCA and gain insights on the suitability of the 
different enzymes as putative molecular targets is to generate a fully 
characterized computational representation of the system under 
study [10]. Unfortunately, a complete dynamic characterization of 
a metabolic network is often hindered by the lack of data about the 
kinetic mechanism of the different enzymatic steps and the value of 
many parameters to the relevant in vivo conditions. A possible way 
to circumvent this limitation consists of sampling the uncertain or 
unknown quantities and predicting the control properties of the system 
on a probabilistic basis [11-17]. In a previous work [18] we showed 
how putative targets for drugs operating at the metabolic level may 
be identified through MCA in a probabilistic manner, when minimal 
knowledge is available about the dynamic properties of the system. In 

particular we showed that the complete set of fluxes and concentrations 
defining the two metabolic states under comparison, combined with 
heuristic assumptions on the properties of typical enzyme- catalysed 
reactions, already allows for a fast and efficient way to explore the 
effectiveness of putative drug targets in the abundant cases where 
detailed kinetic models are unavailable or incomplete. In that work our 
methodology was applied as a proof-of-concept to show how points of 
fragility characterizing a paradigmatic cancer metabolic phenotype can 
be identified, while using only generalised Michaelis-Menten equations 
to describe the kinetics of the different enzymatic steps. Here we apply 
the same conceptual framework to address a similar issue but with a 
more specific clinical implication. In particular, we aim to assess the 
suitability of different metabolic enzymes as putative molecular targets 
for a drug specifically designed to attack breast cancer. The present work 
builds on existing knowledge of the system’s metabolic physiology and 
the kinetic properties of the different reaction steps. We based our study 
on the experimental data currently available in the literature about the 
metabolic features of breast cancer, and made use, wherever possible, 
of actual kinetic equations in the attempt to minimize the uncertainty 
introduced in the description of the system dynamics. The reason for 
choosing this type of cancer lies on the fact that breast cancer is, to our 
knowledge, the most extensively characterized in terms of the pattern 
of the metabolic fluxes acquired by the cells during carcinogenesis and 
some of the metabolite concentrations [19,20]. The uncertainties of the 
system, such as unknown parameter values or unquantified metabolite 
concentrations, are randomly sampled allowing for a probabilistic 
assessment of how the control profile of the system differs between the 
two metabolic states: cancer and normal. These differences are then 
used to identify the best putative enzyme targets with respect to specific 
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clinical strategies aimed to attack breast cancer cells in an effective and 
non- toxic way.

Methods
MCA to locate points of fragility of a metabolic system

The concept of control coefficient is central in MCA and provides 
a way to evaluate – at steady-state – the extent to which a property 
of interest changes in response to a perturbation in the activity of an 
enzyme [7,21,22]. Important examples of control coefficients are the 
flux control coefficient J

iC  and the concentration control coefficient 
S
iC , defined as

0

ln( ): lim
ln( )i

J
i v

i i i i i

J J dJ J d JC
v v dv v d v∆ →

∆
= = =

∆
                    (1)

0

ln( ): lim
ln( )i

S
i v

i i i i i

S S dS S d SC
v v dv v d v∆ →

∆
= = =

∆
                      (2) 

where J is the steady-state flux of a given pathway, S the steady-state 
concentration of a given metabolite and vi is the catalytic activity 
of enzyme i. In Eqs. (1) and (2) it is assumed that the change in the 
enzymatic activity vi (which elicits changes in steady-state fluxes and 
concentrations) is caused by the action of an effector (for example a 
drug) acting directly and selectively on the enzymatic step i. Given a 
metabolic state ( )0 0,v S , described in terms of the complete set of fluxes 
and metabolite concentrations at steady-state, Reder [23] showed that 
the matrix of the flux control coefficients JC  and the matrix of the 
concentration control coefficients SC  may be expressed as 

( )0 0

1
1

0

S ∂
∂

−
−  

= − ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 
 

S v

vC D L N L N D
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                   (3)
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1

0

J S∂
∂

−= + ⋅ ⋅ ⋅
v S

vC 1 D D C
S

                     (4)

where 0v
D  and 0S

D  denote diagonal matrices of elements 0S  and 
, while 'N  and L denote respectively the reduced stoichiometric 

matrix and the link matrix (see [23] for definitions), both completely 
determined by the stoichiometry of the system. 

Here we use Eqs. (3) and (4) to evaluate the control properties 
of the system under two different metabolic states, one representing 
the cancerous phenotype and the other representing the normal 
phenotype. The information needed to evaluate the control coefficients 
cover the stoichiometry of the system (given by 'N and L), its dynamic 
properties (reflected in the partial derivatives ∂ ∂v S ) and the two sets 
of fluxes and metabolite concentrations defining the two metabolic 
states (as described by 0v

D   and 0S
D ). We base this information as much 

as possible on literature data in an attempt to minimize uncertainties in 
the definition of the system properties and the metabolic states under 
comparison. As we will see later in this section, unknown or uncertain 
quantities such as kinetic parameters or some of the metabolite 
concentrations are sampled from reasonable ranges of values.

Definition of the metabolic map

The system under study is a representation of the central carbon 
metabolism as depicted in Figure 1, and consists of glycolysis, 
the pentose phosphate pathway, the TCA cycle and a simplified 
representation of the respiratory chain.

Three different compartments are taken into account: the 
cytosol, hosting glycolysis and the pentose phosphate pathway; the 
mitochondria, where the TCA cycle takes place;  and the intermembrane 

space, where the protons produced in mitochondria are pumped in and 
subsequently released from for the mitochondrial synthesis of ATP. We 
note that considering the intermembrane space adds an unnecessary 
degree of details to our representation of central carbon metabolism, 
as protons equilibrate immediately between intermembrane space 
and cytosol. However, we chose to consider explicitly all the three 
compartments to provide a better schematic representation of the 
system under study.

Our model represents an extension of the reconstruction of 
erythrocyte central carbon metabolism by Schuster and Holzhütter 
[24]. The choice to adopt the latter model as our starting point was 
motivated by the fact that erythrocyte metabolism is the most 
extensively studied and characterized. Schuster and Holzhütter’s model, 
in particular, provides us with a detailed description of the kinetics 
of each enzymatic step and a comprehensive regulatory map of the 
metabolic regulations occurring in glycolysis as well as in the pentose 
phosphate pathway. Additional reactions were added to this initial 
model in order to take into account the TCA cycle and the oxidative 
phosphorylation, which are absent in human erythrocytes. The ANT 
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Figure 1: Metabolic map of central carbon metabolism. The pathways and 
metabolic processes taken into account are glycolysis, the pentose phosphate 
pathway, the TCA cycle and a simplified representation of the oxidative 
phosphorylation.



Page 3 of 11

Citation: Murabito E (2013) Targeting Breast Cancer Metabolism: A Metabolic Control Analysis Approach. Curr Synthetic Sys Biol 1: 104. doi: 
10.4172/2332-0737.1000104

Volume 1 • Issue 1 • 1000104
Curr Synthetic Sys Biol
ISSN: 2332-0737 CSSB, an open access journal 

transporter and a phenomenological translocation step accounting for 
the shuttling activity of NAD/NADH were also introduced to connect 
the cytoplasm to the mitochondria.

Following Li et al. [25], the electron transport chain and oxidative 
phosphorylation are described through three lumped reactions (see 
Supplementary Material for details).

Rate laws of the reaction steps

The enzyme kinetics of glycolysis and the pentose phosphate 
pathway is described through the same rate equations used in Schuster’s 
reconstruction of erythrocyte central carbon metabolism [24]. With 
respect to a generic biochemical reaction α1A1 + α2A2 + …..→β1B1 + β2B2 
+…., all these equations can be written in the following general form 
[24]: 

max ( , , , )
l

k l l
k k

eq

Bv V A f
K

β
α Π

= ⋅ Π − ⋅  
 

A B E K                (5)

where Keq denotes the equilibrium constant, Vmax the maximal forward 
rate, and f is a function containing all the non-linearities due to 
saturation, allostery, etc. This function depends on the concentrations 
of reactants (A), products (B) and effectors (E), and on the kinetic 
parameters (K) such as Michaelis constants or activation/inhibition 
constants. The benefit of using reaction rates that can be expressed 
through the general form of Eq. (5) is that the thermodynamic 
properties, described by the factor ( )k l

k k l l eqA B Kα β∏ −∏  are maintained 
separated from the specific enzymatic mechanism governing the 
reaction dynamics. In expanding Schuster and Holzhütter’s model to 
encompass the respiration pathway, we tried to describe the kinetics of 
the reactions in the TCA cycle following this same principle. The rate 
equations, in particular, were taken from Wu et al. [26] (for PDH, CIS, 
ACO, IDH and AKD) and Mogilevskaya et al. [27] (for SDH and FUM). 
The kinetics of SCAS and MDH were described in terms of generalized 
Michaelis-Menten rate laws, in the specific implementation proposed 
by Liebermeister and Klipp [28].

The kinetics of the three lumped reactions representing the electron 
chain and oxidative phosphorylation were described through the same 
rate laws used in Li et al. [25], where the general form of Eq. (5) is 
modified in order to take into account the dependency of the reaction 
rates on the proton motive force (see Supplementary Material for details).

The intercompartment translocation of metabolites depends on the 
action of specific carriers. The kinetics of carrier mediated transport 
was described through the general rate equation proposed by Li et al. 
[25]. For the facilitated translocation of an uncharged metabolite S 
from compartment c1 to compartment c2, this rate equation can be 
written as follows: 

1 2
max

1 2

c c

M c M c

S Sv T
K S K S

 
= − + + 

                     (6)

where Sc1 and Sc2 denote the concentrations of S in compartment c1 and 
c2 respectively, Tmax is the maximal transport rate from compartment 
c1 to compartment c2, and KM is the Michaelis-Menten constant. A 
modified version of of Eq.(6) was used to describe the translocation 
of ATP/ADP via ANT and the apparent transport of NAD/NADH 
between cytosol and mitochondria in order to take into account the 
effect of the mitochondrial membrane potential on these charged 
cofactors (details given in Supplementary Material).

The non facilitated transport was described through a passive 

diffusion rate equation:

1 2( )c cv S Sλ= −                     (7)

where λ is the permeability coefficient for diffusion from c1 to c2.

Defining the metabolic states under comparison

The normal phenotype: Schuster and Holzhütter’s model of 
erythrocyte metabolism was used as starting point not only for the 
creation of the metabolic map depicted in Figure 1, but also in the 
definition of the normal metabolic state. In particular, its metabolite 
concentrations were used as representative of typical physiological 
values. The pattern of fluxes through the different branches was also 
maintained as in Schuster and Holzhütter’s [24] original model, with 
the exception of the lactate dehydrogenase flux, which was mainly 
diverted toward the TCA cycle in order to represent the functioning 
of a normal cell, where glucose is processed through the respiration 
pathway. To evaluate the fraction of glycolytic flux entering the TCA 
cycle, the rates of glucose uptake and lactic acid secretion are set to the 
physiological value measured in skeletal muscle cells at normal resting 
condition, respectively 0.195 and 0.09 mM/min [25]. To accomplish 
this, we rescale the fluxes through glycolysis and the pentose phosphate 
pathway in order to preserve the original flux distribution pattern, (i.e. 
the fluxes maintain the same relative value with respect to each other). 
The flux entering the TCA cycle has been obtained by subtracting the 
conversion rate of pyruvate into lactate from the pyruvate kinase flux, 
thus ensuring the mass balance of pyruvate at steady-state.

By allowing the flux from pyruvate to enter the TCA cycle, the 
oxidation of NADH into NAD through lactate dehydrogenase can 
only occur at a lower rate than in the complete fermentative regime 
of Shuster and Holzhütter’s model, thus breaking the original redox 
balance in the cytosol. The rate of NAD-NADH translocation between 
cytosol and mitochondria was set to restore this balance, while 
maintaining the original cytosolic concentration of the two cofactors. 
This translocation step was introduced to represent the transport of 
NAD and NADH via the glutamate-aspartate cycle and the glycerol 
phosphate cycle. The net production and transportation rate of 
NADH in and toward mitochondria was in turn counterbalanced 
by the reduction of NADH into NAD in the electron transport 
chain and oxidative phosphorylation, where mitochondrial ADP is 
phosphorylated to ATP. The balance between mitochondrial ADP and 
ATP was maintained by allowing the ATP produced in the oxidative 
phosphorylation to be released in the cytosol, while importing an equal 
amount of cytosolic ADP into mitochondria.

Disease phenotype: To our knowledge, no study has been 
performed yet that characterizes the metabolic cancer phenotype 
in terms of both fluxes and metabolite concentrations. For a partial 
characterization of the cancerous metabolic phenotype we used 
the pattern of fluxes measured by Richardson et al. [19] in the most 
advanced stage of tumour progression in breast cancer. This pattern of 
fluxes is characterized by a different distribution of the glucose uptake 
flux amongst the different pathways of the central carbon metabolism. 
In particular, the flux entering the pentose phosphate pathway now 
accounts for ~26% of the pyruvate production versus the 2% of the 
normal metabolic state.

The analysis of Richardson et al. [19], based on 13C labelling 
techniques, implies the quantification of specific metabolites as a 
prerequisite to assess the downstream trafficking of carbon influx. 
However, the set of metabolites for which the concentration is provided 
in their study do not overlap with the metabolic intermediates of 
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glycolysis, pentose phosphate pathway and TCA cycle, as depicted in 
Figure 1 (the only exceptions are lactate and succinate). Moreover, the 
concentrations are given in terms of relative changes between the least 
and most advanced stages of cancer progression considered in their 
study, making them unsuitable for retrieving absolute concentrations 
starting from a normal metabolic phenotype.

Some of the concentrations of glycolytic intermediates, however, 
can be retrieved from earlier studies. Cohen et al. [20], for example, 
quantified the differences in the phosphate metabolite levels in a 
number of breast cancer cell lines, thus providing us with a range of 
values that can be used to constrain some of the glycolytic intermediate 
concentrations. Some general features of cancer physiology can 
also help us to reduce the uncertainty in the characterization of the 
cancerous metabolic profile. For example, lactate is generally found to 
be present in tumours at levels much higher than in the corresponding 
normal tissues [29-32]. On the other hand, despite the increased acid 
production, different studies have consistently demonstrated that the 
intracellular pH of tumours is the same or slightly alkaline compared 
with that of normal cells [33], as tumour cells excrete protons 
through up-regulation of the Na+/H+ antiport and other membrane 
transporters. Consequently, extracellular pH is substantially lower 
(usually by ~0.5 pH unit) than normal [34-36]. Some other constraints 
may be inferred through some general considerations. For example, in 
normal cells, as a consequence of the activity of the respiration chain 
and the coupled ATP synthesis, pH in mitochondria is higher than in 
cytosol. On the other hand, in the absence of any respiration activity 
the proton concentration in mitochondria cannot exceed the proton 
concentration in cytosol. This provides us with a lower and upper 
bound for the mitochondrial pH in cancer cells, where the respiratory 
activity, relative to the glucose uptake, is lower than it would be in a 
full respiratory regime. Table 1 lists the range of values we set for some 
of the metabolic intermediates in the cancerous phenotype and the 
corresponding bibliographic references (as numbered in the main article).

Sampling metabolite concentrations

The uncertainty in the definition of the cancerous phenotype due to 
the lack of unique values for most of the metabolite concentrations has 
an effect on the outcome of the system in terms of its control profile. 
This effect was assessed through a random sampling approach, where 
the uncertain metabolite concentrations were sampled and the control 
coefficients subsequently evaluated.

Sampling metabolite concentrations in a sensible manner is 
not trivial. These concentrations have to satisfy the thermodynamic 

constraints imposed by the reactions in which the corresponding 
metabolites are involved and the set of steady-state fluxes characterizing 
the metabolic state under consideration. The rate equations used in 
our model are such that the logarithmic form of the corresponding 
thermodynamic constraints can be expressed as linear inequalities 

1

m

ij i j
i

N X b
=

<
>∑ with j=1,2,..n                     (8)

where Xi is the logarithmic concentration of metabolite Si and Nij is 
the stoichiometric coefficient of Si in reaction j. The direction of 
the inequalities in Eq. (8) depends on the specific reaction j, and is 
determined in particular by the sign of the flux at steady-state and 
the specific rate equation from which the constraint is derived. For 
the metabolite concentrations to be thermodynamically meaningful, 
their logarithmic values have to satisfy simultaneously all the n linear 
inequalities of Eq. (8). To sample values which are compliant with this 
requirement, we used the known property according to which, given 
a set of solutions {X(1), X(2),…, X(K)} of Eq. (8), any linear combination 
of the form

( )

1

1

k
k

k
k

k

k
k

ϕ

ϕ

=

=

∑

∑

X
                       (9)

is also a solution of the same set of inequalities. Thanks to this 
property, once an initial representative set of solutions is found, 
a thermodynamically compliant way to sample the metabolite 
concentrations consists of combining these solutions linearly with 
random coefficients φk. To find a first representative set of solution 
{X(1), X(2),…, X(K)} we used a linear programming approach, in the form 
of the algorithm proposed by Lee et al. [38]. More details are provided 
in Supplementary Materials.

Sampling kinetic parameters

Another source of uncertainty is represented by the value of the 
kinetic parameters. As a reference point we adopted the parameter 
values originally used in the publications from which the kinetic 
equations were taken. However one needs to be aware that the values 
of kinetic parameters are often retrieved by fitting a model to the 
experimentally observed behaviour of the system under study. Partial 
knowledge of the enzymatic mechanisms or simplifying assumptions 
on the topology of the network or its regulatory map may cause the 
fitted kinetic parameters to differ appreciably from their in vivo value. 
Because of these reasons we also considered the kinetic parameters 
among the quantities to be sampled with the aim to assess to what 
extent their precise value is relevant in determining the control profile 
of the system. From an operational standpoint, we distinguish between 
different kinds of parameters:

1. The equilibrium constants Keq were taken from Holzhütter [39] 
for all the reactions and assumed to be known.

2. Affinity, inhibition or activation constants were sampled 
randomly. The sampling was performed logarithmically and covered, 
for each parameter, two orders of magnitude around its original value 
(i.e. the value provided in the work from which the corresponding 
kinetic law was taken).

3. Maximal activities such as Vmax and Tmax were adjusted at each 
sampling iteration in order to make the metabolic state (i.e. metabolite 
concentrations and fluxes) compliant with the steady-state condition.

With reference to the generic rate law in Eq. (5) as an example, the 

Metabolite Range of values Reference
Glucose (Glc) 0.05–0.95 [37]

Glucose-6-phosphate (G6P) 0.0153–0.90 (a) [20]
Fructose-6-phosphate (F6P) 0.0765–1.131 (a) [20]

GSH 0.4–2.3 [37]
Lactic acid (Lac) 5.02–10.7 [29-32,37]
Succinate (Succ) 0.9–3.2 (b) [37]

pH (cytosol) 7.1 [33]
pH (mitochondria) <7.6; >7.1

(a) The concentration of G6P and F6P were originally expressed in µmol/108 
cells. To convert these values to mM, we evaluated the cellular volume assuming 
spherical cells of typical diameter 50 µm.
(b) The original values refer to the concentration of succinate with respect to the 
total cell volume. To convert those values to mitochondrial concentrations, we 
multiply them by a factor of 10.

Table 1: List of constraints for metabolite concentrations in the cancerous 
phenotype.
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concentrations of the reactants (A), products (B) and effectors (E) of 
a given reaction, as well as its flux v, are defined by the metabolic state 
under consideration (either the normal or the cancerous state) and are 
assumed to be known. When the concentration of a specific metabolite 
is uncertain, then it is sampled as explained earlier. Either way, 
knowledge of the metabolite concentrations, fluxes and equilibrium 
constants is prior to the parameter sampling. Once the affinity, 
inhibition and activation constants (K) are sampled, the rate equation 
is reversed with respect to Vmax, and the maximal activity evaluated. 
This allows us to have a set of sampled parameter that, together with the 
maximal activity, is compliant with the state-state condition.

Identifying putative drug targets

The suitability of the different enzymes as putative drug targets was 
assessed with respect to the same three criteria used in our previous 
work [18]. We briefly summarise them here. In doing so we assume 
that the aimed action of a drug hitting an enzyme i is meant to induce 
a decrease in a given flux Jtarget. 

Maximal selectivity: The selectivity coefficient

( ) ( )cancer normal
target target targetJ J J

i i iS C C≡ −                    (10)

was used to quantify the differential response of the system in the two 
metabolic states under comparison, cancer and disease. Here ( )cancer

targetJ
iC  

and ( )normal
targetJ

iC   denote the control coefficients of enzyme i with respect 

to Jtarget in the cancer and normal metabolic state respectively. The 

higher the (positive) value of targetJ
iS  the higher the differential response 

elicited by a drug hitting enzyme i. We are interested in enzymes with 

the highest possible value of targetJ
iS , where the average is computed 

over all the sampling iterations.

Minimal toxicity: The toxicity coefficient Ti

( )normal
1 targetJ

i i
j

T C
N

= ∑  j∈ { all the N exchange fluxes}                 (11)

was used to assess to which extent perturbations in the activity of 
enzyme i affect the overall behaviour of the system in the normal 
metabolic state. The propensity of the system to move away from its 
original status due to the action of a drug hitting enzyme i is measured 
through the average sensitivity of the input and output of the system 
with respect to catalytic activity of that enzyme. The requirement of low 
toxicity translates into low values of iT .

Maximal reliability: The reliability of the calculated average 

selectivity targetJ
iS  was evaluated through the reliability coefficient, 

defined as:

( )
target

target

target

J
J i
i J

i

SR
Sσ

≡                    (12)

where ( )targetJ
iSσ  denotes the standard deviation of the calculated 

selectivities over all the sampling iterations.

To make the three criteria above quantitatively comparable, we 
normalized the three coefficients defined in Eq. (10), (11) and (12) as 
follows:

{ } all
max

target

target

J
i

i J
ii

S

S
σ ≡                      (13)

{ } all
max

target

target

J
i

i J
ii

R

R
ρ ≡                    (14)

{ }
{ } { }

max1
max min

ii

ii i

T T

T Tτ
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When considering only enzymes with positive targetJ
iS , all the 

three normalized coefficients have values spanning from 0 to 1. Here 
0 represents the worst scenario in terms of either selectivity (normal 
and cancer cells are equally responsive in magnitude), toxicity (highest 
alteration of the normal metabolic phenotype) and reliability (maximal 
uncertainty of the average selectivity). On the other end, 1 represents 
the best possible result for all the three criteria. We used the normalized 
coefficients σi, 1/τi, ρi to compute, for each enzyme i, a unique score Zi 
accounting simultaneously for all the three criteria mentioned above:
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where wσ, wρ and wτ are weight factors that can be chosen according to 
the specific relation of priority one wants to give to the three criteria.

Results
Different strategies for targeting cancer metabolism

The results reported in this section refer to three possible strategies 
of intervention to target cancer metabolism.

• Strategy 1 – The first strategy consists of blocking glucose 
uptake in an attempt to starve cancer cells specifically. Because of the 
high dependence of cancer cells on glucose as source of energy [40], 
decreasing the glucose uptake is likely to weaken their proliferative 
potential [41].

• Strategy 2 – The second strategy consists of decreasing the pentose 
phosphate pathway flux in order to hinder the synthesis of ribose, a 
fundamental component of nucleic acids. The rationale behind this 
strategy is that the most (around 75~90%) of ribose recovered from 
nucleic acids of certain tumour cells arrives directly or indirectly 
through the PPP [42,43]. Hence, inhibiting the PPP flux would result 
in hindering cancer cell replication [44].

• Strategy 3 – A third clinical approach may consist of inhibiting 
the excretion of lactic acid. Cancerous cells compete with adjacent 
normal cells by creating an acidic extra-cellular environment which 
is harmful to the non- neoplastic tissue [45]. By inhibiting lactic acid 
excretion (which is the main cause of the low extracellular pH in the 
cancer microenvironment), one would hinder one of the means by 
which cancerous cells invade in the pre- existing normal cell population 
[46,47]. At the same time, a decreased lactic acid efflux would induce 
the self-poisoning of cancer cells through the excess of endogenous 
lactic acid production [48-50].

Strategy 1: Starving cancer cells: Because we already had a 
reference value for the kinetic parameters (see Methods), we started 
to evaluate the control coefficients from sampled values only of the 
(unknown/uncertain) metabolite concentrations of the cancerous 
phenotype, in order to assess to what extent the uncertainties of the 
cancerous metabolic state alone were affecting the control profile 
of the system. By limiting the sampling process to the metabolite 
concentrations, we obtained one single value for each of the control 
coefficients in the normal metabolic state, as no quantity defining the 
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non-cancerous metabolic phenotype was involved in the sampling 
process. Conversely, in the cancerous metabolic state a distribution 
of values was obtained for each control coefficient, reflecting the 
effect that the uncertainty of the input data has on the response of the 
system. Figure 2 shows the distributions of the calculated selectivity 
coefficients of some of the enzymes in the system with respect to the 
uptake of glucose. The selectivity coefficients of hexokinase (Figure 
2a) are entirely distributed around negative values. According to the 
definition of the selectivity coefficient provided in Eq. (10), this means 
that the magnitude of the control exerted by this enzyme on the uptake 
of glucose is larger in the normal phenotype than it is in the cancerous. 
This result seems in accordance with the fact that hexokinase (HXK) 
is one of the most overexpressed enzymes in many tumours [51], 
including breast cancer [52,53], especially in its isoform HXKII. 
Indeed, when the concentration (hence the activity) of a specific 
enzyme increases, its control is theoretically expected to decrease as 
a consequence of the lower degree of saturation of the enzyme with 
respect to its substrate [54].

Similarly, phosphofructokinase (PFK) also shows negative values of 
its selectivity coefficient (Figure 2b), accordingly with what one would 
expect on the bases of the same reasoning exposed above. Interestingly, 
however, the selectivity coefficient of the glucose transporter (Figure 
2c) is highly positive, despite this enzyme being known to be strongly 
overexpressed in breast cancer [55-59]. This result, seemingly in 
contrast with known experimental data about enzyme expression 
levels, might not be in contradiction with the behaviour that the system 
would have in vivo. The overexpression of a particular enzyme, in fact, 
must be seen in relation with the (differential) levels of expression of all 
the other enzymes, as they also contribute in determining the control 
profile of the system. Hence overexpression of a particular enzyme 
does not necessarily result in a decreased of its control. The high 
control that the glucose transporter shows over the uptake of glucose 
in the cancerous phenotype might find some substantiation in a study 
on AS-30D and HeLa tumour cells revealing that GLT is amongst the 
main flux-controlling steps in both tumours (A. Marín-Hernández, R. 
Moreno-Sánchez and E. Saavedra, personal communication).

Another interesting result is the positive values of the selectivity 

coefficient of G6PDH (Figure 2d), the first enzymatic step of the pentose 
phosphate pathway. These positive values might well reflect the fact that 
the glucose uptake flux is diverted into the PPP to a much greater extent 
in the cancer phenotype than in the normal one. By hindering the flux 
through the PPP one should then elicit a greater inhibitory effect on 
the glucose uptake in cancer cells. This result might also suggest that 
G6PDH has a higher control over the PPP flux in cancer cells than it 
has in normal cells. We will verify this assertion later, when presenting 
the results obtained for the second clinical strategy (decreasing the PPP 
flux in order to hinder the synthesis of ribose).

A more comprehensive picture of the suitability of the different 
enzymes as molecular targets can be achieved by considering not only 
the maximal selectivity as discriminator factor, but also the criteria 
of minimal toxicity (or maximal safety) and maximal reliability 
introduced in the previous section. In order to provide a general 
picture of how the three criteria are met, Figure 3 shows the normalized 
selectivity σi, safety 1/ τi and reliability ρi plotted against each other. 
Only enzymes with a positive average selectivity coefficient are shown, 
as the others represent bad candidate drug targets. Interestingly, GLT 
appears to be the best candidate with respect to maximal selectivity as 
well as minimal toxicity (maximal safety), and it is also among the best 
candidates in terms of reliability.

For each enzyme we used Eq.(16) to calculate a unique score 
representing the overall suitability of the enzymes as putative targets, 
where the three criteria are simultaneously taken into account. The 
weight coefficients in Eq.(16) wσ = 4, wτ = 2 and wρ = 1 in order to 
prioritize the maximal selectivity over the minimal toxicity (or maximal 
safety) and the latter over the maximal reliability. The first two columns 
of Table 2 list the enzymes shown in Figure 3 and their corresponding 
score.
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Figure 2: Selectivity coefficient distributions – Strategy 1. The selectivity 
coefficients are shown for HXK (a), PFK (b), GLT (c) and G6PDH (d). The 
results refer to a clinical strategy aimed to starve cancer cells.

0        0.2      0.4      0.6      0.8       10        0.2      0.4      0.6      0.8       1

0        0.2      0.4      0.6      0.8       1

1

0.8

0.6

0.4

0.2

0

1

0.8

0.6

0.4

0.2

0

1

0.8

0.6

0.4

0.2

0

GLT

GLT

Phi  exc.

Phi

RibPiso

RibPiso

Complex

Complex

II+III+IV

II+III+IV

TPI

TPI

TPI

PGLDH

ALD

ALD

GPI trs.

PRPPS

PRPPS

G6PDH

Phi  exc.

GPI GLT

G6PDHPGLD
ALD RibPiso Complex

II+III+IV

Phi  trs.

Phi  exc.

Phi trs.

PGLDH

G6PDH

PRPPS

σi

σi

ρi

ρi

1/τi

1/τi

Figure 3: Normalized selectivity, safety and reliability coefficients plotted 
versus each other – Strategy 1. The value of the coefficients was evaluated 
with regard of the clinical strategy aimed to starve cancer cells.
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Strategy 2: Hindering the production of ribose: The same type of 
analysis was repeated for a drug designed to hinder the production of 
ribose by inhibiting the flux through the pentose phosphate pathway. 
Figure 4 shows the distribution of the selectivity coefficient for some 
of the reaction steps in the system. The high positive values of the 
selectivity coefficient of G6PHD (Figure 4a) reflect the fact that the first 
step of PPP has a stronger control in the cancerous phenotype than 
in the normal, hence confirming our previous supposition. Although 
no comparative study has been performed yet, this result is partly 
corroborated by experimental studies [44] and theoretical studies [60] 
showing that G6PDH exerts a higher control in cancer cells over the 
flux of the oxidative part of PPP.

On the other hand, the selectivity coefficient of 6PGDH, the second 

step of pentose phosphate pathway, is distributed around very low (and 
negative) values (Figure 4b), meaning that the control exerted by that 
enzymatic step would have a very similar amplitude in both the normal 
and the cancerous phenotype. The glucose transporter, GLT, also 
shows appreciable positive values of its selectivity coefficient (Figure 
4d). This is not a surprising result considering that the control exerted 
by GLT on the glucose uptake is higher in the cancer phenotype than 
in the normal. Because the glucose influx through GLT is split between 
PPP and the downstream steps of glycolysis, it is reasonable to expect 
that the positive differential control of GLT on the uptake of glucose is 
“echoed” in the control over the flux entering the pentose phosphate 
pathway. This fact makes GLT an interesting candidate target as its 
inhibition would elicit the desired response in the system with respect 
to two possible strategies of intervention, one aiming to starve cancer 
cells, and one aiming to hinder their replication potential by decreasing 
the production of ribose.

Figure 5 shows that G6PDH is the best enzyme in terms of all the 
three criteria of selection. GLT might be also considered as a putative 
target, sharing with G6PDH (and other enzymes) the highest value of 
safety (1/τi), and being the second best in terms of both selectivity and 
reliability. The central part of Table 2 shows the global score computed 
for the different enzymes through Eq. (16). The enzymes listed are the 
same shown in Figure 5, i.e. enzymes with a positive average selectivity 
coefficient targetJ

iS .

Strategy 3: Inhibiting the excretion of lactate: In a clinical 
strategy aimed to hinder the lactic acid efflux from cancer cells, one 
might consider to inhibit the activity of enzymes such as the lactate 
transporter (LCT) or the lactate dehydrogenases (denoted in Figure 
1 as LDH and LDHP). Paradoxically, in our study these enzymes 
show very low selective coefficients (Figure 6a-6c), meaning that the 
control they exert on the lactic acid efflux is similar in cancer and 
normal cells. Although in general this represents a bad result in terms 
of drug selectivity, in the context of this specific clinical strategy it 
might not imply particularly harmful consequences. Normal cells do 
not rely on the fermentative pathway of glycolysis (except for muscle 
cells under effort), hence a drug targeting one of these enzymes 
might elicit the desired effect on cancer cells without compromising 
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Figure 4: Selectivity coefficient distributions – Strategy 2. The selectivity 
coefficients are shown for G6PDH (a), 6PGDH (b), TK1 (c) and GLT (d). The 
results refer to a clinical strategy aimed to hinder the production of ribose.
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Figure 5: Normalized selectivity, safety and reliability coefficients plotted 
versus each other – Strategy 2. The value of the coefficients was evaluated 
with regard of the clinical strategy aimed to hinder ribose production.

Strategy 1 Strategy 2 Strategy 3
Reaction step Score Reaction step Score Reaction step Score

GLT 1.00 G6PDH 1.00 GLT 1.00
G6PDH 0.46 GLT 0.60 G6PDH 0.46
Phi exc. 0.39 AK 0.48 RibPiso 0.36

GPI 0.36 TrKet1 0.41 GPI 0.35
RibPiso 0.36 GAPDH 0.37 TPI 0.34
Comp. 

II+III+IV 0.35 GSSGRD 0.36 Phiexch 0.34

TPI 0.34 RibPepi 0.36 PGLDH 0.34
ALD 0.34 TrKet2 0.35 PPRPPS 0.33

PGLDH 0.34 TrAld 0.35
PRPPS 0.33 PGK 0.35
Phi trs. 0.24 BPGP 0.32

Table 2: Suitability of the enzymes as drug target when only metabolite 
concentrations are sampled. The suitability of each enzyme as drug target is 
assessed with regard to the three clinical strategies described in the text. The score 
associated to each enzyme is computed through Eq. (16) with weight factors wσ=4, 
wτ=2 and wρ=1. Only enzymes with positive average selectivity are shown.
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the normal functioning of their normal counterparts. In this case, 
rather than the selectivity coefficient, one might be interested in the 
distribution of the pure flux control coefficients of LDH, LDHP and 
LCT. However, our data showed that for these enzymes not only the 
differential control (selectivity coefficient) was particularly low, but 
also the control coefficients corresponding to each of the metabolic 
states under comparison. In contrast with LCT, LDH and LDHP, a 
high selectivity coefficient is shown by the glucose transporter (Figure 
6d). Interestingly, the values of the selectivity coefficient of GLT are 
higher for the efflux of lactate than for the uptake of glucose. As a 
consequence of targeting GLT, then, one would expect an increase in 
the ratio between the flux entering the TCA cycle and the glucose influx 
from the value of the unperturbed cancer phenotype.

From Figure 7, GLT appears to be the best putative target with 
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Figure 6: Selectivity coefficient distributions – Strategy 3. The selectivity 
coefficients are shown for LCT (a), LDH (b), LDHP (c) and GLT (d). The results 
refer to a clinical strategy aimed to inhibiting the excretion of lactate.
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Figure 7: Normalized selectivity, safety and reliability coefficients plotted 
versus each other – Strategy 3. The value of the coefficients was evaluated 
with regard of the clinical strategy aimed to hinder the excretion of lactate.

respect to the criteria of highest selectivity and reliability. It is also 
hardly toxic, as many of the other enzyme shown in the plot. The score 
of the enzymes in Figure 7 is reported in the right part of Table 2.

Sampling concentrations and kinetic parameters

The same analysis performed for the three clinical strategies 
illustrated above was repeated by including the kinetic parameters 
in the set of sampled quantities. In particular, in addition to the 
concentrations, we sampled parameters such as Michaelis-Menten 
constants of inhibition/activation constants, quantifying the strength of 
the interaction between the enzymes with their substrates and effectors.

The effect of enlarging the set of sampled quantities consisted 
of spreading the distributions of the control properties over wider 
ranges of values. In the vast majority of cases (90%), the averages of 
the selectivity coefficient distributions maintained their sign. This fact 
implies that the main traits of the control properties of the system 
already emerge from the data defining the metabolic states under 
comparison. In particular, the qualitative behaviour of the enzymes, 
in terms of the differential response that their inhibition would elicit 
in the system between the two metabolic states, is statistically predicted 
to be the same independent of whether the kinetic parameters are 
included or not in the set of sampled quantities. However, the increased 
uncertainty in the definition of the model, due to the sampling of the 
parameters, might affect the results obtained previously in terms of the 
suitability of the different enzymes as putative drug targets. In Table 3 
we provide the listing of the top scoring enzymes for the three different 
clinical strategies where the kinetic parameters were included in set of 
sampled quantities.

Discussion
In this paper we presented a study aimed to identify putative 

targets for a drug operating at the metabolic level and designed to 
attack breast cancer. The suitability of the different enzymes as putative 
targets was assessed with respect to criteria of maximal efficacy and 

Strategy 1 Strategy 2 Strategy 3

Reaction step Score Reaction step Score Reaction step Score

GLT 1.00 G6PDH 1.00 GLT 1.00

Phi exc. 0.49 GLT 0.59 Phiexch 0.42

GPI 0.42 AK 0.48 GPI 0.41

ACO 0.38 TrKet1 0.40 G6PDH 0.34

G6PDH 0.35 GSSGRD 0.37 RibPiso 0.34

Phi trs. 0.35 GAPDH 0.36 TrAld 0.34

RibPiso 0.34 RibPepi 0.35 TrKet2 0.34

TPI 0.34 TrKet2 0.35 TrKet1 0.32

TrAld 0.34 TrAld 0.35

TrKet2 0.34 PGK 0.35

Phi trs. 0.24 BPGP 0.32

Table 3: Suitability of the enzymes as drug targets when both metabolite 
concentrations and kinetic parameters are sampled.
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minimal toxicity, both evaluated in terms of control coefficients. The 
criterion of low toxicity, in particular, requires that both the normal 
and the cancerous metabolic phenotypes are taken into account and 
their control profiles compared.

The two metabolic states (normal and cancerous) and the dynamic 
properties of the system were described based on currently available 
literature data. Unknown quantities were sampled randomly and the 
control properties of the system evaluated at each sampling iteration. 
The search for putative targets was performed with regard to three 
possible clinical strategies: starvation of cancer cells through inhibition 
of glucose uptake; hindering of cell replication by inhibition of 
ribose production; prevention of tumour expansion via acidification 
of extracellular environment by inhibiting lactate excretion. The 
glucose transporter (GLT) and glucose-6-phosphate dehydrogenase 
(G6PDH) emerged as the two best putative targets with respect to all 
the three clinical approaches. These results find some substantiation in 
previous experimental work. In particular, the inhibition of glucose-6-
phosphate dehydrogenase activity has been observed to play a major 
role in preventing carcinogenesis [61,62], and breast cancer risk has 
been reported to be reduced in G6PD- deficient women [63,64].

Regarding the suitability of GLT as drug target, we could not 
find any confirmation in the literature specifically related to breast 
cancer. As mentioned above, the only partial validation of the possible 
relevance of GLT as drug target can be found in a study on AS-30D 
and HeLa tumour cells, where the role of GLT amongst the main flux-
controlling steps in both tumours has been observed.

In interpreting these results, however, some considerations have 
to be made. For example, the normal metabolic phenotype has been 
described in terms of the flux pattern and metabolite concentrations 
of different cell types. In particular, the concentrations of cytosolic 
metabolites and the ratio between the glycolytic flux and the PPP flux 
were taken from Schuster’s model of human erythrocytes [24]; on the 
other hand the concentration of most metabolites in mitochondria 
and the portion of the glycolitic flux entering the TCA cycle were 
retrieved by experimental data referring to skeletal muscle cells 
under resting condition [25]. In doing so we intended to describe the 
normal metabolic phenotype based, to the wider possible extent, on 
experimental data, hence using physiological values for the quantities 
defining the normal metabolic state. However, the heterogeneity of 
these data and the fact that they do not specifically refer to human 
breast cells’ metabolism may affect the outcome of our study and the 
reliability of its predictions. For example, it is known that the glucose 
transporter does not exert a high control on glucose uptake in human 
erythrocytes [10]. This might be (or have contributed to) the reason 
why GLT showed a particularly high differential control between the 
cancerous and the normal metabolic states over influx of glucose. 
The experimental characterization of the metabolic phenotype in 
non-neoplastic human breast cells would contribute to improve the 
reliability of our study.

To further improve the reliability of our predictions, another 
aspect to be considered is the value of the equilibrium constants. In 
our analysis, the equilibrium constants were assumed to be known 
and a thermodynamically consistent set of values was obtained from 
[39]. We point out two possible limitations of such an assumption. 
First, the values of the equilibrium constants are often retrieved 
using computational algorithms designed to provide reasonable 
approximations [65-67], and they do not necessarily reflect the value of 
the relevant in vivo conditions. Experimental quantification of the free 
energy changes occurring in different metabolic reactions is available 

on repositories such as Web GCM [68], but they are currently far from 
covering even just the central carbon metabolism as represented in 
Figure 1. A second limitation is introduced by considering the same 
set of equilibrium constants for both the normal and the cancerous 
metabolic phenotypes. The value of the equilibrium constants varies 
depending on the specific physiological conditions, and factors such 
as the pH can affect it to a considerable extent [69-72]. Despite the 
internal pH of cancer cells is basically the same as in normal cells 
[33], the mitochondrial concentration of protons (which is buffered 
by the bigger cytosolic volume) might significantly differ in the two 
phenotypes, resulting in a different set of values for the equilibrium 
constants of mitochondrial reactions.

Regarding specifically the third clinical approach, we notice that 
inhibiting the excretion of lactic acid has a double effect: on one hand 
it prevents cancer cells from creating the hyperacidic extracellular 
environment by means of which they invade the normal tissue; on 
the other hand it results in accumulation of intracellular lactic acid 
with toxic effect for neoplastic cells. Depending on the rationale 
driving this clinical strategy, different definitions of selectivity and 
toxicity coefficients may be provided. If the focus is on increasing the 
concentration of lactic acid in transformed cells above toxic levels 
(rather than decreasing the acidity of the tumour micromilieu), the 
criteria of selectivity and toxicity might be better defined in terms of 
concentrations coefficients rather than flux coefficients.

As a general note on the methodology used in this work, we 
underline that its probabilistic nature enables us to address the 
abundant cases where the parameter values of the relevant in vivo 
conditions are unknown. This particularly applies to cancer, where the 
genetic heterogeneity of the altered cells may result in a broad range of 
equally plausible parameter values. The general handle provided by the 
virtual universality of the cancerous metabolic features (regardless of 
the specific genotype of the single cells) combined with the sampling 
of the parameter space provides us with a probabilistic overview of the 
suitability of the different enzymes as possible drug targets, without 
being biased by a specific choice of the parameter values.

A logical extension of this work could consist of determining the 
sensitivity of the system with respect to its different parameters. Such 
analysis requires that the parameters are sampled individually rather 
than together. This study would lead to identifying a subspace of 
relevant parameters upon which the system’s control properties mostly 
depend. In addition to lowering the dimensionality of the relevant 
parameter space, such analysis would provide useful insights on what 
parameters’ experimental determination would cause the largest 
reduction in prediction uncertainty.
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