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#### Abstract

The outcome of the information by bioinformatics is enormous nowadays. Due to this rapid increment in information, collecting and analysing became a quite hard job. To reduce this encumbrance, various statistical methods are developed. This review paper contains how statistics helped in tool designing for finding genes in genomic DNA where biologists needed in plenty, in Phylogenetic trees, in microarrays, in alignment, in sequence analysis, in BLAST and various other implementations.
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## Introduction

Statistics means collection, organization, analysis, and interpretation of given data. It includes planning of data collection in terms of the design of surveys and experiments."Manuscript on Deciphering Cryptographic Messages", is the first book written on statistics in $9^{\text {th }}$ century written by Al-Kindi (801-873 AC). Al-Kindi described in detailed the use of statistics and frequency analysis; this was the birth of both cryptanalysis and statistics. Its mathematical foundations in this field were included in $17^{\text {th }}$ century with the joint development by Blaise Pascal and Pierre de Fermat in probability theory. The scope of statistics increased in the early $19^{\text {th }}$ century which included the collection and analysis of data in general. This probability theory aroused from the studies made in games of chance. Large-scale statistical computation is required in computation nowadays, and new methods that are tough to perform manually are done with the help of statistics.

Biostatistics plays a critical importance in the foundation of modern biology theories. The rediscovery of Mendel's work created gaps in understanding between genetics and evolutionary Darwinism and led to debate between biometricians like, Walter Weldon, Karl Pearson, Charles Davenport, William Bateson and Wilhelm Johannsen. Models built on statistical reasoning had helped to solve these variances and to generate the neo-Darwinian modern evolutionary synthesis.

Bioinformatics is a novel branch of science stands in-between biology and informatics, which is itself a new area of research. Therefore, bioinformatics is concerned with creation and application of information-based methodologies to analyze biological data sets and the contained information. The wide adoption of technologies like microarrays, genome sequencing projects has resulted in accumulation of large amount of data daily. Hence, to extract automatically extraction and analysis of these data sets is required. To fill this gap new tools are designed with the help of bioinformatics. Mathematical techniques and statistical methods are the natural solution to this problem.

Statistics is helpful in predicting unknown system with the application of mathematical model to the observations obtained from the unknown system. Various fields and recent applications which received the boon of statistics in bioinformatics are depicted in this review article. Some examples like

- In-gel digestion and mass spectrometry analysis [1].
- The prediction of functional single nucleotide polymorphism (SNP) is promising in modern genetics analysis. Computational biology technology has facilitated an increase in the successful rate of genetic association study and reduced the cost of genotyping [2].
- Early drug discovery genomics and proteomics driven [3]. Chromatographic peak areas were integrated and normalized to the internal standard. Log values of these 24 metabolites were averaged and compared between time points. Triplicate injections of each sample were analyzed and the results were averaged. Metabolite profiles were analyzed using JMP 5.1 Statistical Software (SAS Institute, Cary, USA). ANOVA was used to examine the statistical difference in the quantities of the representative metabolites across the three time points. Using the hierarchical cluster analysis (HCA) platform, metabolite data were clustered into similar groups where values are statistically close together relative to other clusters. For principal component analysis (PCA), the principal components were derived from an Eigen value decomposition of the correlation matrix. Optimization can be done via Response Surface Method (RSM) based on 5-level, 4-variable of Central Composite RotaTable Design (CCRD) [4].
- By Molecular Evolutionary Genetic Analysis (MEGA) software (version 4.0.02) [5], which uses UPGMA method, Phylogenetic analysis of the sequences can be done. Each node can be tested using the bootstrap approach to ascertain the reliability of nodes. The number is indicated in percentages against each node [6].


## Application of Bayesian Method

## Implementations

- Construction of PreLocABC by integrating five sub-modules

[^0]based on the bayesian model. In this step, PreLocABC integrated five sub-modules mentioned above to assign the likelihood to the nine compartments for each protein. First, the training dataset was used to train and calculate weight coefficients of five sub-modules and threshold values of each sub-cellular localization score. The sub-cellular compartments are denoted as follows:
\[

$$
\begin{equation*}
\boldsymbol{C}=\left\{\boldsymbol{C}_{i}\right\} £-\boldsymbol{i}=1,2,3,4,5,6,7,8,9 \tag{1}
\end{equation*}
$$

\]

Where $i$ refers to nine compartments: cytoplasm, ER, extracellular space, Golgi apparatus, lysosome, mitochondrion, nucleus, peroxisome and plasma membrane.

The five integrated sub-modules are denoted as follows:

$$
\begin{equation*}
P=\left\{P_{j}\right\},=1,2,3,4,5 \tag{2}
\end{equation*}
$$

Where $j$ refers to the serial number of five sub-modules.
The scores of the Bayesian model are defined as follows:

$$
\begin{equation*}
\operatorname{Score}\left[C_{i}\right]=\sum L_{P_{j}}\left[C_{i}\right] * W_{P_{j}}\left[C_{i}\right] \tag{3}
\end{equation*}
$$

Where $L_{P_{j}}\left[C_{i}\right]$ refers to the likelihood of a protein localized in $C_{\mathrm{i}}$ predicted by $\boldsymbol{P}_{\mathrm{j}}$ and $W_{p_{j}}\left[C_{i}\right]$ refers to the weight coefficients of likelihood in $\boldsymbol{C}_{\mathrm{i}}$ predicted by $\boldsymbol{P}_{\mathrm{i}}$. There are 45 weights for 9 sub-cellular components of 5 sub-modules. Each weight received an initial value of 0.5 . In each cycle, one weight was changed ranging from $0 \sim 5$ with step length 0.01 and the other 44 weights had no change. We chose the weight value when the prediction accuracy was the highest, and replaced the initial value of the weight with this training result in the next cycle [7].

- In simple approach to model the spread of a disease in a field relying on survival analysis methods dealing with approximation of times to infection. This approach allows for further developments in the model and a Bayesian development could be a possible direction as practitioners might have prior information on the propagation mechanism [8].


## Quantile regression

Quantile regression is a type of regression analysis. Quantile regression models are used in various applications [9]. It has flexibility for modeling data with heterogeneous conditional distributions. Whereas the least squares method results in approximation of the conditional mean of the response variable given values of the predictor variables, quantile regression results in approximating either the median or other quantiles of the response variable [10].

## Quantiles [11]

Let $Y$ be a real valued random variable with distribution function $F_{Y}(y)=P(Y \leq y)$. The $\tau^{\text {th }}$ quantile of Y is given by
$Q_{Y}(\tau)=F_{Y}^{-1}(\tau)=\inf \left\{y: F_{Y}(y) \geq \tau\right\}$
Where $\tau \in[0,1]$
Define the loss function as $\rho_{\tau}(y)=y(\tau-I(y<0))$. A specific quantile can be found by minimizing the expected loss of $Y-u$ with respect to $u$ :

$$
\begin{aligned}
& \min _{u} E\left(\rho_{\tau}(Y-u)\right)=\min _{u}(\tau-1) \int_{-\infty}^{u}(y-u) d F_{Y}(y)+ \\
& \tau \int_{u}^{\infty}(y-u) d F_{Y}(y)
\end{aligned}
$$

This can be shown by setting the derivative of the expected loss
function to 0 and letting $q_{\tau}$ be the solution of

$$
0=(1-\tau) \int_{-\infty}^{q_{\tau}} d F_{Y}(y)-\tau \int_{q_{\tau}}^{\infty} d F_{Y}(y)
$$

This equation reduces to

$$
0=F_{Y}\left(q_{\tau}\right)-\tau
$$

and then to

$$
F_{Y}\left(q_{\tau}\right)=\tau
$$

Hence $q_{\tau}$ is $\tau$ th quantile of the random variable Y.

## Conditional quantile and quantile regression

Suppose the $\tau^{\text {th }}$ conditional quantile function is $Q_{Y \mid X}(\tau)=X \beta_{\tau}$. Given the distribution function of $Y, \beta_{\tau}$ can be obtained by solving

$$
\beta_{\tau}-\underset{\beta \in R^{k}}{\arg \min } E\left(\rho_{\tau}(Y-X \beta)\right)
$$

Solving the sample analog gives the estimator of $\beta$.

$$
\hat{\beta}_{\tau}-\underset{\beta \in R^{k}}{\arg \min } \sum_{i=1}^{n}\left(\rho_{\tau}\left(Y_{i}-X \beta\right)\right)
$$

Some statistics packages, such as R, Eviews (ver. 6), Stata (via qreg), gretl, SAS through proc quantreg (ver. 9.2), and RATS include implementations of quantile regression. R implements it through Roger Koenker's quantreg package.

Bayesian analysis helps to estimate the segregation ratio in nuclear systems when there is an ascertainment bias. Consider the situation in which the proband probabilities differ with the number of affected siblings, showed the effect of familial correlation among siblings within the same family [7].

## In Microarray

Microarray experiments generate the sort of data where the number of measurements of each sample is much greater than the number of samples. These massively multivariate datasets are unable to be analyzed by traditional statistical methods. CSIRO developed GeneRave, a new statistical technique specifically for microarray data. GeneRave is able to cope with the multivariate nature of microarray data and extract meaningful information from it. GeneRave is also able to handle other types of multivariate data, including protein expression data and single nucleotide polymorphism (SNP) data. GeneRave can be used for developing:

- simpler clinical diagnostics
- efficient screening methods for potential drug candidates 'toxicogenomics'
- Genetic tests for drug efficacy - 'pharmacogenomics'.


## Implementations

By using Affymetrix Genechips, CGR1, GOS1, ICS2, PCL5 and PLB1, the high probabilities of being differentially expressed (up or down) were found to be in excellent agreement with the expression status determined by the independent, high precision confirmatory experiments are obtained by the probabilistic framework in Saccharomyces cerevisiae [12].

In nutrition new advanced methodologies for the analysis of DNA, RNA, protein, low-molecular-weight metabolites, microarray gene
expression, real-time polymerase chain reaction, proteomics, and other bioinformatics technologies as well as access to bioinformatics databases are developed. Statistics, by making scientific inferences from data that contain variability, has played an important role in advancing nutritional sciences [13].

The capacity to differentiate from human mesenchymal stem cells (MSC) into osteoblasts, have good scope for the development of new treatment strategies, like improved healing of large bone defects. With 30,000 elements human oligonucleotide microarrays are developed with 30,000 elements and then large-scale expression profiling of long-term expanded MSC and MSC during differentiation into osteoblasts is performed. Microarray analysis of MSC during osteogenic differentiation identified three candidate genes for further examination and functional analysis: ID4, CRYAB, and SORT1. The expression levels of bone related genes like RUNX2, SPP1, COL1A1, COL3A1, BGLAP, ALPL, and FOSL1) and mesenchymal stem cells marker (CD105) were analyzed, using real time Reverse TranscriptionPolymerase Chain Reaction [14].

Supported by new high-throughput methods (454 pyrosequencing, PhyloChip microarrays) and strategies (barcoding); the surveys of 16 S gene in the human microbiota attempt to provide a comprehensive picture of the community differences between healthy and diseased states [15].

## In Phylogenetic trees

The construction, or more accurately the estimation, of phylogenetic trees is of interest in its own right in evolutionary studies. It is also useful in many other ways, for example in the prediction of gene function. The evolutionary relationships between a set of species is represented by a binary tree, and in this book we consider only binary trees. "Species" may refer either to organisms or to sequences such as protein or DNA. It is required that the set of "species" have a common ancestor, so that construct a tree relating the various hemoglobins. The method of construction of phylogenetic tree based on molecular data is widely used to determine evolutionary relationships [16]. Several algorithmic procedures used in tree reconstruction are based on the concept of a distance between species. Let $S$ be a set of points. The standard requirements for a distance measure
on $S$ are that for all $x$ and $y$ in $S$, (i) $d(x, y) \geq 0$, (ii) $d(x, y)=0$ if
and only if $x=y$, (iii) $d(x, y)=d(y, x)$, and (iv) for all $x, y$, and $z$ in $S$
$d(x, y) \leq d(x, z)+d(z, y)$.

- Tree Reconstruction: The Ultrametric Case
- Tree Reconstruction: the Neighbor-Joining Approach
- Inferred Distances
- Tree Reconstruction: Parsimony
- Tree Estimation: Maximum Likelihood


## Implementations

The TnrA and GlnA sequences of B. clausii and B. halodurans were compared with its ortholog sequences in the NCBI database using BLAST and aligned using the molecular evolutionary genetics analysis (MEGA) software, version 4.0. Phylogenetic trees were subsequently constructed by the neighbor-joining (NJ) method [17].

To know the evolutionary relationship of BZIB (BZIP are a class of dimeric sequence specific DNA-binding proteins) existing among the plants Phylogenetic tree is helpful [18].

## In BLAST

The Basic Local Alignment Search Tool (BLAST), the program which compares nucleotide or protein sequences to sequence databases and calculates the statistical significance of matches, was used to infer evolutionary relationships between RNA and peptide sequences (http://blast.ncbi.nlm.nih.gov/) [19]. In BLAST we compare a "query" sequence with a large number of database sequences, leading to a large number of match scores. In order to understand the theory for testing hypotheses and estimating parameters in bioinformatics applications, we must therefore consider the theory of many random variables. Geometric-like random variables are used in BLAST theory. The use of the maximum of several random variables as a test statistic arises in several areas in bioinformatics, and in particular in BLAST.

## Implementations

The nucleotide and protein sequence of Indian isolate was analyzed using Blast program available at NCBI with test virus coat protein gene sequences from all around the world, available in the database of NCBI [20].

Amino acid sequences of NA and HA of swine influenza virus sub-type H1N1 strains were used for screening of 98-99\% similar sequences available in non-redundant ( nr ) database situated at NCBI using BLASTP [21].

## Sequence and structural similarity

Sequence similarity search is the principle technique in sequence analysis, adapted for understanding the biological significance of a sequence [22]. Homology-based tools such as BLAST [23], PSIBLAST [24] and HMMER [25] are used to detect sequence homology between pairs of proteins or against protein family databases and infers functional similarity from homology. Template sequence were selected by search submits after sequencing with BLASTP [26]. Some studies [27,28] suggest that homology based tools are sufficient to determine the most probable EC number for the query sequence, but less coverage is achieved with these methods. However, simple pair-wise comparisons may be misleading due to the availability of redundant protein sequences in public databases [29]. Therefore, in addition to the sequence similarity, Tian et al [30] have used the functional similarity from homology to predict enzyme classes; yet, this method only works well when two sequences are very similar. Similarly, by combining sequence similarity with other functional features such as interacting partners, Espadaler et al [31] have shown that the protein sequences with sequence similarity are more likely to exhibit the same enzymatic activity if they share the same interacting partners. Otto et al [32] and Galperin et al [33] have developed methods for identification of analogous enzymes using sequence similarity by grouping proteins that share the same enzymatic activity (EC classes) [34]. For homology search of structurally similar sequences the BlastP was performed with the sequences obtained from protein data bank. For fold assignment GenThreader server was used. The alignment was done for target protein sequences with protein databank (PDB: 1A92) template using CLUSTALX [35].

In sequencing to reveal the similarity at protein level with other
existing hsr 203J like proteins of Brassica juncea cv Varuna BLASTx is used [36].

Glycine betaine ( $\mathrm{N}, \mathrm{N}, \mathrm{N}$-trimethylglycine) is a effective compatible solute, which maintains fluidity of membranes and protects the biological structure of the organisms under stress [37]. Similar sequences with respect to betaine aldehyde dehydrogenase ( $G b s A$ ) and betaine alcohol dehydrogenase ( $G b s B$ ) genes are obtained by BLAST.

## In Alignments

As a segment of genetic material is passed on through the generations in some line of descent in a population, the sequence constituting this material will change through the process of mutation. The simplest mutations are of the form of a switch from one nucleotide to another, or in the form of an insertion or a deletion. Mutations can spread to an entire species, or nearly so, through the process of natural selection or random drift. When a switch in nucleotides spreads throughout most of a species we call it a substitution. (When in a population at a given site there does not exist a single nucleotide type, we say that a polymorphism exists at that site.) As substitutions, insertions, and deletions get passed along through two independent lines of descent, the two sequences will slowly diverge from each other. For example, the original sequence may have been
cggtatgcca,
where as the two descendants might be
cgggtatccaa
and
ccctaggtccca.
Many problems in bioinformatics relate to the comparison of two (or more) DNA or protein sequences. In order to compare sequences of nucleotides or amino acids, we use alignments.

Types of alignments:

- Global alignment
- Local alignment
- Gapped alignment
- Ungapped alignment
- Pairwise alignment
- Multiple alignment


## Simple tests for significant similarity in an alignment

Exactly-Matching Sub-sequences
Well-Matching Sub-sequences

## Approximations

Are there approximations for the mean and variance of $Y_{\max }$ more accurate than those given in Table 3.3? Waterman (1995, page 277) claims that for large $n$, good approximations for the mean and variance are

$$
\begin{aligned}
& \mu_{\max }=\frac{\log n+\gamma+k \log \left(\frac{\log n}{\lambda}\right)+k \log \left(\frac{1-p}{p}\right)-\log (k!)}{\lambda}-\frac{1}{2}+r_{1} \\
& \sigma_{\max }^{2}=\frac{\pi^{2}}{6 \lambda^{2}}+\frac{1}{12}+r_{2}
\end{aligned}
$$

where $\lambda=(-\log p), n=N(1-p)$, and, for $p=14,|r 1| \leq 3.45 \times 10-4$ and $|r 2| \leq 2.64 \times 10_{-2}$

These approximations were first calculated assuming independence of sub-sequence lengths, and later shown not to change significantly in the dependent case.

## Sequence analysis

Multiple sequence alignment of a representative set of 25 Pmk1 genes was done by Clustal-W method. Serine/Threonine protein kinases active-site signature \& protein kinase domain enclosed in black colored rectangle which are also present in TiPmk1. Phylogenetic tree of Pmk1 was constructed by UPGMA method of MEGA version 4.0.02. Phylogenetic tree of Pmk1 showed four major clusters A, B, C and D as shown in $T$ indica \& $U$ maydis are present in same cluster D [38]. To carry out homology modeling, Automated, Alignment, and Project modes of Swiss model server can be used [39].

Custom mutation in Protein and Nucleotide sequences can enable scientists to learn about the proteins and their expression. To facilitate this, an innovative computer tool is designed using various statistical methods, that is MUTATER. Even RAW input format can also be accessed by this tool [40].

## Modified classification based on probabilities predicted by the RBF network [41]

RBF network can predict the probabilities of identifying mtSNP features in a person. By studying the relations between individual mtSNPs and the persons with high predicted probabilities different classes were identified. Based on these predictions made by RBF network, modern classification is made [42].

1) Selection of target class to be analyzed.
2) Rank individuals according to their predicted probabilities belonging to the target class.
3) Either select individuals whose probabilities are greater than a certain value or select the desired number of individuals and set them as a modified cluster.

## Statistical validation of motifs [43]

By definition, a phosphorylation motif is associated with phosphorylation sites in the proteome. Accordingly, candidate motifs were evaluated by measuring this association, and comparing it to a null distribution obtained by permutation. Our measure of association is relative risk for the motif, given that a site is phosphorylated and is calculated as:

RRmotif $=($ NPM x NS $) /($ NM x NPS $)$
Where:
RRmotif $=$ Relative risk for phosphorylation given motif
NPM = Number of times the given motif is associated with a phosphorylated site.

## NS $=$ Total number of non-phosphorylated sites

$\mathrm{NM}=$ Number of times the given motif is associated with a non phosphorylated site.

NPS $=$ Total number of phosphorylated sites.

Relative risk $>1$ indicate good association between the motif and phosphorylation events. Significance is measured by comparing the relative risk for the candidate motif to a motif-specific null distribution of relative risk obtained by substituting random combinations of amino acids for those that define the motif.

The p-value calculated as the probability that randomly selected mock motifs has relative risk (RRmock) at least as great as the value observed for the predicted motif. Mock motifs are obtained from a predicted motif by replacing each amino acid with randomly selected ones. Because motifs are typically small, we have exhaustively checked all possible mock motifs rather than generating them randomly.

Thus the empirical $p$-value is calculated as $p=N / D$;
Where:
$\mathrm{N}=$ Number of mock motifs with RRmock $\geq$ RRmotif
$\mathrm{D}=$ Total number of possible mock motifs.

## Logistic regression model [44]

Logistic regression is a well established statistical model suitable for probabilistic binary classification. In this study, we used the logistic regression model to differentiate whether a residue in antigens belongs to discontinuous epitope regions or not. Three logistic regression predictors were constructed using B-factor, RASA and the combination of these two features. Each predictor was input a structural window composed of a target residue and its $N$ spatially nearest neighbors obtained by calculating the distances between the $\alpha$-carbons of residues. The optimal value of $\boldsymbol{N}$ was determined by using different widow sizes as input for logistic regression model. Thus, each residue was represented by $N+1$ input vectors if a single feature was used and by $2 \times(N+1)$ input vectors if the combined features was used. Assuming $y r \in\{0,1\}$ and $x r=\{x r 1, x r 2, \ldots, x r j\}$ are the class label and input vectors for a target residue $\boldsymbol{r}$, the logistic regression predictors assigned a probability $\boldsymbol{\theta} r=\boldsymbol{P}\{\boldsymbol{y} r=1 \mid \mathrm{xr}\}$ to the target residue using the log it function:

$$
\log \left(\frac{\theta_{r}}{1-\theta_{r}}\right)=\alpha+\beta_{1} x_{r 1}+\beta_{2} x_{r 2}+\cdots+\beta_{j} x_{r j}
$$

Where $\alpha, \beta 1, \beta 2, \ldots, \beta j$ are the model parameters. The logistic regression predictors were implemented with the LR-TIRLS package (http://komarix.org/ac/lr/\#lr-tirls). Generally, the prediction threshold of standard logistic regression model was set to 0.5 . However, in our study, the optimal threshold was determined when the predictor achieved the best Matthew's correlation coefficient (MCC) value of cross-validation [44].

## Multivariate statistical analysis [45]

For the multivariate statistical analysis, the quantification parameters, generated by the commercial software, were organized in the form of a matrix, X (descriptor matrix), where the rows represent gel samples and each column (variable) represents one of the sub quadrants in which each gel image was partitioned and the integral of the intensities of the protein spots in a given sub quadrant the X -value.

Bi-linear regression models allow for more precise and accurate estimates of abundance, in comparison to methods that treat each spectrum independently, by taking into account the abundance of the
molecule throughout the entire elution profile, with precision increased by one-to-two orders of magnitude [46].

Change in statistical method can affect the power profiles of Genome Wide Association (GWA) predictions. Older simulation studies of a single synthetic phenotype marker determined that the gene model or mode of inheritance (MOI) was a major influence on power [47].

Label-free shotgun proteomics is a semi-quantitative protein profiling method which can compare large number of samples in a single experiment [48].

Streptococcus mutans is a major microorganism for dental caries worldwide and is considered as the most cariogenic of all of the oral streptococci. Using HMM and BLAST, novel protein domains are identified and its function is predicted [49] which causes the dental caries.

Next generation sequencing is a new revolution in biological research. In this, Poisson modeling adopted solving a convex optimization problem in isoform expression using high throughput RNA sequencing (RNA-Seq) data [50]. ChIP-seq offers genom-wide coverage, the counts in ChIP-seq data in the two states were modeled by a generalized Poisson and a zero-inflated Poisson, hierarchical hidden Markov model to combine individual hidden Markov models are used. Statistics is also used in Protein sequence analysis [51].

Simplified models of the nervous system with neurons as simple processing units linked with weighted connections called synaptic efficacies are called Artificial Neural Networks (ANNs). Weights are gradually adjusted according to a learning algorithm To predict the $\alpha$-helix, $\beta$-sheet and coil regions of this protein family Bayesian Regularization Feed-forward Back propagation Neural Network Technique was used. PSI-BLAST is used to study multiple-sequence alignment [52]. SCOP and PDB database has been used for searching the primary and secondary structure of proteins and for training the data set. Mathematic models for genetic mutation are used successfully in HIV [53]. The amino acid sequence alignment between the template and the final model of AHA1 was generated using CLUSTALW program [54].

## Other Implementations of statistical methods

Huge databases with various molecular information of complex biological systems are opened up to researchers because of the


Figure 1: The interrelationship.
contribution made completion of complete genome sequencing of human and other organisms. A discrete event based stochastic modeling approach for studying the molecular dynamics of cells. Simulation methodology and present the mathematical formalism underlying the in silico system was developed called iSimBioSys, which interactively simulates the dynamics of a biological process [55].

Correlation dendrogram of $\mathrm{m} / \mathrm{z}$ values built for the whole dataset. Average linkage clustering was used, distance defined as $1-|r|$, where $r$ is Pearson correlation coefficient [56].

Meta-analysis is an important method for integration of information from multiple studies. Various meta-analysis methods have been proposed for synthesizing information from multiple candidate gene studies and QTL mapping experiments, but there are several questions and challenges associated with these methods. Dirichlet Process Prior (DPP), which relaxes the normality assumptions about study specific outcomes. With a DPP model, the posterior distribution of outcomes is discrete, reflecting a clustering property that may have biological implications [57].

The difficulties found in the resolution of atomic level structures for interacting pairs, make the predictive power of molecular computational biology methods essential for the advancement of the field. Indeed, bridging the gap formed due to the lack of structural details can therefore transform systems biology into models that more accurately reflect biological reality [58].

Log-logistic and Weibull distributions have both accelerated survival time property [59]. The log-logistic distribution has also proportional odds property. Log-logistic distribution has unimodal hazard curve which changes direction. Link [60,61] presented a confidence interval estimate of survival function using Cox's proportional hazard model with covariates. Her idea more recently extended by to the exponential distribution and to exponential proportional hazard model, respectively [62]. The same idea has been extended to the Weibull proportional hazard regression model. In this study, it is formed on confidence interval for log-logistic distribution survival function for any values of the time provided that the survival times have a log-logistic distributed random variable. It is also extended the same results to the proportional odds regression. A Real time data and a simulation data example are also considered in the study for illustration the discussed confidence interval.

Kaplan-Meier survival function is the most commonly used statistical technique of survival analysis and has some drawbacks. To overcome it exact waiting time survival function is developed [63]. The proposed procedures are applied to a lung cancer data set.

Statistical solutions for the search of hotspots based on the "Peaksheight distribution", which account within the null hypothesis for the possible non-random behaviour of the integrations in finding Common Integration Sites (CIS) or hotspots in Gene therapy [64].

Using only the transcription network structure information, a probabilistic model was developed that computes the probabilities with which a pair of genes responds simultaneously ( $S R$ ) or differentially $(D R)$ to a random network perturbation is helpful in studying Yeast Gene Regulatory Network [65].

## Statistical tools

Tools which are designed for statistical calculations in bioinformatics are

- SAS ${ }^{\circ}$ 9.1.9
- MATLAB ${ }^{\circ}$ 7.5.0 [66]
- Biogeme
- Dataplot ${ }^{\mathrm{TM}}$
- The BUGS Project
- ROSETTA
- JMP Genomics
- SPSS


## Conclusion

The recent advancements in the field of Bioinformatics and the usage of various statistical methods like Bayesian method, Quantile regression, Logistic regression model in different fields like algorithms in BLAST, Phylogenetic, Sequence analysis, Microarrays are briefly depicted in the review. Bi-linear regression models, statistical validations of motifs, multivariate statistical analysis implementations are also depicted. Statistical techniques also have applications in: drug discovery, personalized medicine and clinical diagnostics.
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