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Abstract
Using participant data from the medical domain, the robustness of logistic regression (LR) with different cue 

inclusion levels and two fast and frugal (F&F) models in terms of predictive accuracy and frugality were tested. Two 
data sets based on judgments of verbally described patients were used: Heart failure (66 analysts), and Hyperlipidemia 
(38 analysts). In both data sets, when the models were cross-validated, there was a significant decrease in predictive 
accuracy for all models, especially when all cues were used in LR. The other models had about equal predictive 
accuracy, also when comparisons were made with actual diagnoses, with a slight advantage for LR in the Heart failure 
study. LR using the 5% inclusion level was more frugal than F&F. These results emphasize the importance of using 
cross-validation and of choosing the proper significance levels for cue inclusion and when comparing different judgment 
models in medical decision making and other fields. 
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Introduction
It is common practice to use different regression models such 

as logistic regression (LR) to capture judgment policies and create 
normative models of human decision making behavior [1,2]. A recent 
review of how LR models could be applied for capturing medical decision 
making is given by Hamm and Young [3]. Critics, however, mean that 
human reasoning is not like regression and that other models such as 
fast and frugal (F&F) models are a better option for judgment analysis 
[4,5]. In this study, we will compare these two approaches in different 
respects. Comparing these two types of models is not new. However, we 
argue that the comparisons have not been made fairly because of several 
factors that will be described later in this paper.

Capturing human judgment policies is called judgment analysis. One 
standard approach, in medical judgment analysis, has been to present 
medical doctors with made-up patient cases where the doctor’s task is 
to make a clinical decision. The doctors’ decisions are then compared 
with and predicted from a regression model applied to the same cases. 
The outcome of the regression model is different weighs of the cues 
(that is, the weights of different pieces of information provided in the 
cases) and the regression model consists of the cues with the highest 
weights. According to F&F models, decision makers do not integrate, 
nor search all the provided information (i.e. the cues). Instead, they 
base their decision on one cue, hence the name frugal [6-10]. Marewski 
and Gigerenzer discuss how F&F models could be used in the medical 
domain. One of the most well known F&F models is the take the best 
heuristic: cues are searched in order of their importance until one 
discriminates, then search stops and all other cues are ignored [5]. The 
take the best heuristic has been operationalized in terms of the matching 
heuristic [6,11] that will be focused in the present study.

In the matching heuristic, first a critical value for each cue is 
identified as the cue value that has the highest frequency of positive 
diagnosis or a decision to use medical treatment. For example, if the 
doctor prescribed heart medicine to 60 males and 40 females then the 
critical value of the cue gender is male (coded as 1, whereas female is 
coded as 0) because there are more prescriptions of heart medicine 
associated with male patients than it is with female patients. Second, 
cue validity is identified as the proportion of cases with the critical value 

that is associated with a positive diagnosis or a decision to use medical 
treatment (= 60/100 in our example). Third, the cue validities are ordered 
in accordance with their validity as defined in the preceding step, and 
this order indicates the order the cues are searched by the model. Finally, 
the smallest number of cues that lead to the best prediction is chosen as 
the number of cues in the model. Backlund, Bring, Skånér, Strender, and 
Montgomery [12] tested an extended version of the matching heuristic 
where cue validities were not only based on the proportion of correctly 
predicted positive responses (diagnose or prescriptions), but also on the 
proportion of correctly predicted negative responses (non-diagnoses or 
non-prescriptions).

Empirical results are seemingly contradictory of whether F&F 
models provide higher predictive accuracy than LR models [6,10,12-16]. 
Two groups of studies can be discerned that may be denoted as ecological 
and judgment studies, respectively. The former group of studies concern 
ecological relations such as cities being state capitals or not depending 
on having a soccer team or not [7,13,15]. Thus, in these studies not only 
the independent variables, but also the dependent variables denoted 
ecological or actual facts, rather than human judgments or decisions. 
The research question has been to find out how well LR and F&F models, 
respectively, can predict the dependent variable (e, g, whether city A has 
bigger population than city B) from cues in the ecology (independent 
variables, e. g. if the cities are state capitals or not, have soccer teams or 
not). To address the research question, cross validation is typically used 
to compare the validities of the models. The models are first fitted to data 
from a subset of the whole sample (fitting set). The fitted models are then 
used for predictions in remaining sample, the prediction sample. 

In all ecological studies known to us, LR has been fitted to all 
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as LR 5, p<0.10, denoted as LR 10, and inclusion of all cues, denoted as 
LR Enter, respectively) and two F&F heuristics, the matching heuristic 
reported by Dhami and Harries [6], denoted as F&F 1, and extended 
matching heuristic reported by Backlund et al. [12], denoted as F&F 
2). Moreover, we used cross-validation for testing the validity of fitted 
models by first fitting the models to a subset of the patient cases (fitting 
set) and then testing the predictive accuracy of the fitted models for 
the remaining patient cases (prediction set). In order to control for and 
assess the importance of over-fitting in LR, the predictive accuracy of 
three different more or less frugal LR-models that had been fitted in 
the fitting set was compared in the prediction set. Cross-validation was 
also used for examining the frugality of the models (i.e., the number 
of cues used in the models). Frugality was not only assessed in terms 
of number of cues in the models, but also in terms of how many cues 
in the models that were actually utilized when the search process had 
come to an end. For example, only one cue is utilized if the cue with 
the highest cue validity (i.e., the first cue that is checked) discriminates 
between prescription and non-prescription of a drug. 

Method
Data sets

The fitting and testing of models on doctors’ diagnose, actual 
diagnoses, and prescription decisions were based on the same data that 
Backlund et al. [12]) used in their studies as well as on some additional 
data. Backlund et al. used two data sets, one on Heart failure diagnosis 
(27 general practitioners) and one on Hyperlipidemia treatment 
(38 general practitioners). The new data set, concerned Heart failure 
diagnosis and were identical to the data set from Backlund et al. in data 
collection procedure. There were no significant differences in terms of 
fit and predictive accuracy between the heart failure data from Backland 
et al. [12] and the new heart failure data. Consequently, the two Heart 
failure data sets were collapsed to one data set. 

Participants

In order to recruit participating doctors for the Heart failure 
study, fifty general practitioners, selected randomly from 332 general 
practitioners in the southern part of Stockholm County, Sweden, and 
all 38 cardiologists at two cardiology clinics were invited to participate 
in the study. The general practitioners were contacted by telephone and 
33 of them agreed to participate. After a single reminder letter, 27 of 
the general practitioners and 22 of the cardiologists had responded. 
Medical students from two courses in general practice were also invited 
to participate. Because they were in a situation of dependence on the 
department of family medicine, they were offered full anonymity 
in responding, and there were no reminders. Of the 82 students, 21 
responded. No compensation was given to the participants, except 
for individual feedback on the result. Two medical students and 
two cardiologists had to be removed from the analysis because their 
responses had no variation. The participating doctors in the Heart failure 
study were therefore 19 medical students, 27 general practitioners, and 
20 cardiologists. In the Hyperlipidemia study, 60 out of 90 general 
practitioners who worked in the southeast area of Stockholm, Sweden, 
were randomly selected. Out of these 60, 38 responded. Thus, the 
present paper is based on data from 64 participants in the Heart failure 
study and 38 participants in the on Hyperlipidemia study.

Procedure

In each study, 40 patient cases, from actual patients, were presented 
to the participating doctors. When collecting the merged data from 
the Heart failure study, the participating doctors were asked, on a 

available cues (e.g., ten cues for inferring which of two German cities 
that has larger population; Gigerenzer & Todd) [13]. Thus, it has not 
been taken into account whether a cue contributes significantly or not 
to the relationship between the cues (independent variables) and the 
dependent variable, which means that some cues in the fitted model 
will be based on noise in the data. By contrast, F&F models use a very 
limited number of cues (e.g., three cues in the study by Gigerenzer and 
Todd [13]) in the model. Not surprisingly, the fit of LR is substantially 
reduced, but not of F&F, when applied in the prediction set as a result of 
over-fitting (too many cues used) in the fitting set [17] and is typically 
found to give lower predictive accuracy in the prediction set than is true 
for F&F models.

A strength of the ecological group of studies is that they use cross 
validation, which adds to the validity of the results. However, the 
validity may be diminished by the fact that when all cues are used, 
LR may be more sensitive to over-fitting than is true for F&F models 
[18]. For example, Czerlinski et al. [13] compared F&F and LR models 
by means of cross-validation, and found that LR was more over-fitted 
than F&F models [19,20]. This finding was paralleled by a superior 
predictive accuracy of some F&F-models, particularly the take the 
best heuristic [5]. Martignon et al. [15] found evidence for over-fitting 
in the LR models when comparing LR to two F&F models in a cross-
validation study. 

In addition, it is problematic to generalize the results from these 
studies to situations where the dependent variable corresponds to 
judgments (e.g., human forecasts of sports results or of economic 
outcomes) rather than ecological facts (e.g., actual sports results or 
economic outcomes). Thus, the extent to which the fitted models are 
applicable in human judgment policies is unknown.

The other group of studies – the judgment studies – is the mirror 
image of the ecological studies; instead, the dependent variable is 
judgments data rather than ecological facts [6,14,16,19]. As far as we 
know, no cross-validation has been used in this group of studies for 
comparing the validity of LR and F&F models. The closest data we 
have found is Dhami’s [20,21] research, where the matching heuristic, 
in a cross-validation study, was compared to Franklin’s rule (a linear 
compensatory rule involving cue weights that are pre-determined 
rather than fitted by means of regression analysis). Thus, the models are 
mostly compared in terms of their fit to a given sample of data rather 
than cross-validated to a new set of data. Additionally, LR has been based 
only on cues that contribute significantly to the predicted variance, with 
p being .05 or .10). The typical result is that LR yields slightly higher or 
equal predictive accuracy as compared to F&F models. On the other 
hand, F&F models have been found to be more frugal by using fewer 
cues in the model than is the case for the LR models. (Note that F&F 
models could involve checks of more than one cue although only one 
cue is critical for the decision).

Present study

The present study combines the strengths of the ecological and 
judgment studies, respectively, in an attempt to make a fairer test of the 
validity of LR and F&F models than has been done in earlier studies. 
The data in present study come from the medical domain and include 
both judgments from individual doctors on a number of patient cases 
as well as actual diagnoses of the same patients. This makes it possible 
to model the doctors’ judgments as well as the ecological relation to 
actual diagnoses with the cue profiles in patient cases as independent 
variables in both cases. In all, five models were tested: Three LR models 
each corresponding to a certain level of cue inclusion (p<0.05, denoted 
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scale from 0-100%, to indicate the probability that the patient suffered 
from any degree of heart failure. In the Hyperlipidemia study, the 
participating doctors were asked, on a scale from 0-100%, to indicate 
their willingness to prescribe a lipid-lowering drug. The patient cases 
and the cue information in each case were presented in the same order 
to each doctor.

Material

In the Hyperlipidemia study, the patient cases contained seven 
information cues: age, sex, cholesterol value, triglyceride value, diabetes 
(yes/no), hypertension (yes/no), and history of coronary heart disease 
(yes/no). In the Heart failure study, the patient cases contained ten 
information cues: age, sex, history of myocardial infarction (yes/no), 
dyspnea (yes/no), atrial fibrillation (yes/no), leg edema (yes/no), rales 
(yes/no), systolic blood pressure (mm Hg), cardiac volume (ml/m2), 
and signs of pulmonary congestion on lung X-ray (yes/no). 

Coding of responses

In the Hyperlipidemia study, responses were dichotomized by 
considering the response as “Yes” (coded as 1) if the response was equal 
or greater than 50%, and considering the response as “No” (coded as 
0) if it was 50% or below. In both data sets, missing data in the doctor 
decision and judgments were coded as 1, that is willingness to prescribe 
in the Hyperlipidemia study (1 missing response out of 1520 responses) 
and likelihood of a heart failure in the Heart failure study (11 missing 
responses out of 1080 responses). The reason for this data imputation 
was that it was assumed to be more plausible that the doctors would try 
to avoid false negative than false positive outcomes.

The continuous cue variables in the Hyperlipidemia study were 
dichotomized as follows: age above 65 years, cholesterol value at 6.5 
mmol/l, and triglyceride value at 2.2 mmol/l. These levels were based 
on the guidelines of the European Heart societies for Hyperlipidemia 
treatment (1991). The continuous cue variables in the Heart failure 
study were dichotomized as follows: age above 65 years, systolic blood 
pressure below 140 mm Hg, and heart volume above 490 ml for men 
and 450 ml for women. The chosen levels of the different cues for the 
Heart failure study were mainly based on medical guidelines issued by 
Medical Products Agency in Sweden (1996). 

Case sampling and model building

In order to randomize data selection for the fitting and prediction 
sets, and build models based on F&F and LR, Matlab version 2008 with 
statistics toolbox was used. For randomization of which cases to include 
in the fitting sets, we used Monte Carlo simulation (100 times for each 
sample and each model). The random function generated two sets of 
mutually exclusive sets of integers between 1 and 40. The first set of the 
numbers defined which of the total 40 cases to be included in the fitting 
sets for which the fit was calculated, the remaining set of the numbers 
defined which cases to be in the prediction set. If the randomly chosen 
cases for the fitting set consisted of all response values equal to zero or 
all equal to one, then this random set was excluded and a new one was 
generated. In order to be able to compare the impact of different sample 
sizes in cross-validation, four fitting set sizes; 25% of the total data set 
(10 cases), 37.5% of the total dataset (15 cases), 50% of the total dataset 
(20), and 75% of the total dataset (30 cases) were selected randomly and 
used for the modeling.

Model building - Fast and frugal model version 1 (F&F 1)

This model simulation was based on the F&F model described by 
Dhami and Harries [6] and conducted in a 4-step process: (1) the critical 

value of each cue was identified by choosing the value that had the highest 
number of positive responses (= positive diagnosis of heart failure or 
the decision to prescribe medical treatment). If the absolute frequency 
of the number of positive responses was the same for both values 1 
and 0, the critical value was based on the lowest absolute frequency of 
negative responses. When these were also the same, the critical value 
was chosen randomly. Once the critical value was determined for each 
cue, (2) the validity value for each cue was calculated. The validity value 
tells us in which order the cues are searched by the model. The validity 
of a cue was calculated as the proportion of cases with the critical value 
for which a diagnosis or prescription of medical treatment was made. 
When the validity of all cues had been calculated (3) the validities were 
rank ordered in descending order. Cues with the same validity were 
ordered in the order they were presented to the doctors. Finally, (4) to 
determine the number of cues in the model, the percentage of correctly 
predicted decisions was first calculated for the cue with the highest 
validity. Afterwards, the second cue was added, and if the percentage 
of the fit was increased, this cue was also included in the model. This 
step was repeated until the percentage of correct predictions did not 
improve. 

The number of cues searched before a decision was made was 
calculated for each doctor by applying the strategy to each case. If none 
of the k cues predicted a positive response (coded as 1) for a certain 
case, the response was assumed to be negative (coded as 0). 

Model building - Fast and frugal model version 2 (F&F 2)

The simulation of F&F 2 was based on the model described 
by Backlund et al. [12]. This model was an extension of Dhami and 
Harries’s [6] F&F model. The only difference between F&F 1 and F&F 2 
was the identification of the critical value (step 1). In F&F 2, the critical 
value was based on the total number of correct predictions, that is, 
also including negative responses that were correct predictions. Thus, 
Dhami and Harries’ model is based only on hits, whereas Backlund’s 
model also includes correct rejections.

Model building - Logistic Regression (LR 5, LR 10, and LR 
Enter)

The independent variables in the LR models were the cues provided 
in the patient cases, eight cues from the Hyperlipidemia study and 
10 cues from the Heart failure study. The dependent variable in the 
Hyperlipidemia study was the prescription decisions and in the Heart 
failure study, it was participant judgments and actual diagnoses. Stepwise 
forward with significance levels 5% (LR 5), 10% (LR 10), and Enter (LR 
Enter), corresponding to each of the three tested LR models, was used 
as the method for inclusion of cues. Stepwise forward calculates the 
residuals by adding a cue at a time in the model while Enter calculates 
the residuals for all the cues in the model. If no significant cues were 
found, only the constant was used for calculating the probability of a 
positive response. If the calculated probability of a positive response 
was equal to or greater than 50%, then the response was coded as a 
positive response (coded as 1); if it was smaller than 50%, then the 
response was coded as a negative response (coded as 0).

Data Analysis
Repeated measures ANOVA were conducted for testing the 

differences between the models with respect to predictive accuracy 
(proportion of correct predictions of each doctor’s responses) and 
frugality. Frugality was measured on two dimensions; number of cues 
in model and number of cues utilized. Number of cues in a model 
concerns the optimal number of cues the model consists of in order to 
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provide the best predictive accuracy. Number of cues utilized in model 
concerns how many of the cues in the he model that is actually utilized 
for predicting the response in a given case. When there was a violation 
of sphericity in the model variances, Greenhouse-Geisser Correction 
was used for adjustment of sphericity. Post hoc tests of the five models 
(10 comparisons) were conducted using Holm’s multistage Bonferroni. 
Comparison in terms of fit to the fitting sample was excluded because 
a model’s predictive accuracy (i.e., ability to predict responses in the 
prediction set) gives more accurate information of how well the model 
describes the data.

In the data set from the Heart failure study, because the fitting 
set with 25% of the total data contained only ten cases and also the 
number of cues was ten, LR Enter analysis for this sample size was not 
conducted. In the frugality analysis, LR Enter was excluded in all cases 
because it uses all the cues.

Results
Predictive accuracy

Hyperlipidemia: A 5 (model) × 4 (fitting set sample size) within-
subjects ANOVA on the predictive accuracy provided by the different 
models showed a significant main effect of model, F (2.56, 94.84) = 
20.27, p<0.001. As can be seen in Figure 1, LR Enter provided the lowest 
predictive accuracy in all the fitting set sample sizes. Holm’s adjusted 
Bonferroni revealed that regarding the different models the differences 
in predictive accuracy were significant between LR Enter and all 
other models (p<0.005). No other model differences were significant 
(p>0.05).

There was no main effect of sample size. There was, however, a 
significant interaction effect between model and sample size, F (3.89, 
144.02)=15.62, p<0.001. The interaction effect is probably because the 
predictive accuracy of LR Enter decreased the smaller the fitting set 
sample size was. In order to control for this, the LR Enter values were 
removed and a 4 (model) × 4 (fitting set sample size) within-subjects 
ANOVA on the predictive accuracies was conducted. As expected, the 
interaction effects disappeared without the LR Enter model. 

Heart Failure: Because the fitting set consisting of the 25% of all 
the data equaled 10 data-points, which was the same as number of cues 
in the LR Enter model, we conducted two ANOVAs, one excluding LR 
Enter while including fitting set 25% and one including LR Enter while 
excluding fitting set 25%. A 4(model) × 4 (fitting set sample size) within-
subjects ANOVA on the predictive accuracy provided by the different 
models (excluding LR Enter but including fitting set 25%) showed 
no significant main effect of model, p>0.05. There was a significant 
main effect of fitting set sample size, F (1.12, 72.98)=14.01, p<0.001. 
Holm’s adjusted Bonferroni revealed that regarding the different 
predictive accuracy provided by the different fitting set sample sizes, the 
differences were significant between fitting set size 37.5% and all other 
fitting set sizes (p<0.001), and between fitting set size 50% and all other 
fitting set sizes (p<0.005), in all cases with higher predictive accuracy 
in the greater fitting samples. There was also a significant interaction 
effect of model and sample size, F (2.77, 179.87)=13.00, p<0.001. As 
seen in Figure 2, the LR models, using 5% and 10% significance for cue 
inclusion did slightly better (1 or 2% higher accuracy) than the other 
models in all samples except for the fitting set consisting of 75%.

A 5 (model) × 3 (fitting set sample size) within-subjects ANOVA 
on predictive accuracy provided by the different models (including LR 
Enter but excluding fitting set 25%) showed a significant main effect 
of model, F (1.49, 97.13)=31.73, p<0.001. A seen in Figure 2, the LR 
models, using 5% and 10% significance for cue inclusion provided the 
highest predictive accuracy than the other models in all fitting set sizes 
while LR Enter provided the smallest predictive accuracy compared to 
the other models. Holm’s adjusted Bonferroni revealed that regarding 
the different models differences were significant between LR Enter and 
all other models (p<0.001).

There was also a significant main effect of sample size, F (1.03, 
66.63)=29.79, p<0.001, Holm’s adjusted Bonferroni revealed that 
regarding the different fitting sizes, the differences were significant 
between all sample sizes (p<0.001).

Instead of the judgments provided by the doctors, the different 
fitting sets were also modeled against the actual diagnoses. As can 
be seen in Figure 3, when not cross-validated LR Enter provided the 
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best fit but when cross-validated in all fitting sample sizes, the F&F 1 
model did equally well or better than any other model, although the 
differences in predictive accuracy are small between different models, 
range being 0.58-0.63. Here, no statistical tests could be performed 
because N=1 (corresponding to one hypothetical doctor that would 
follow an optimal judgment model).

Frugality

Hyperlipidemia – Cues in Model: A 5 (model) × 4 (fitting set 
sample size) within-subjects ANOVA on the number of cues in each 
model showed a significant main effect of model, F (1.05, 38.67) 
=24.95, p<0.001. As can be seen in Table 1, the LR 5 model consisted of 
fewer cues than any other model, which was true for all fitting sample 
sizes. Holm’s adjusted Bonferroni revealed that regarding the different 
models, the differences were significant between all models, p<0.001, 
except for F&F 1 and LR 10.
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Number of cues in the model
 Fit 75% in fit 50% in fit 37.5% in fit 25% in fit
F&F 1 2.37 2.34 2.37 2.4 2.53
F&F 2 2.32 2.39 2.56 3.03 3.19
LR 5 1.74 1.76 1.56 1.45 1.18
LR 10 2.63 2.41 2.19 2.06 1.63
LR Enter 7 7 7 7 7
Number of cues actually utilized
 Fit 75% in fit 50% in fit 37.5% in fit 25% in fit
F&F 1 1.61 1.69 1.27 1.61 1.31
F&F 2 1.68 1.77 1.36 2.05 2.1
LR 5 1.74 1.76 1.56 1.45 1.18
LR 10 2.63 2.41 2.19 2.06 1.63
LR Enter 7 7 7 7 7

Table 1: Frugality of the models and the different fitting set sizes in the 
hyperlipidemia study.
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There was no significant main effect of the different fitting set 
sample sizes. There was, however, a significant interaction effect of 
sample size and model, F (2.07, 76.62)=60.97, p<0.001. As seen in Table 
1, the smaller the fitting set sample size, the more cues in the model 
for the F&F models while the opposite is true for the LR 5 and LR 10 
models; the smaller the fitting set sample size, the fewer cues in the 
model. It can be noted that for the greatest fitting samples, the mean 
number of cues in model was clearly lower for LR 5 (1.18, 1.45) than for 
F&F 1 (2.53, 2.40) and F&F 2 (3.19, 3.03).

Hyperlipidemia – Cues Utilized: A 5 (model) × 4 (fitting set 
sample size) within-subjects ANOVA on the number of cues in each 
model showed a significant main effect of model, F (1.11, 40.88) 
=28.59, p<0.001, where in the majority of the times, the F&F 1 model 
utilized the fewest number of cues (see Table 1) and LR Enter (by 
definition) utilized the largest number of cues, followed by LR 10 
and F&F 2. Holm’s adjusted Bonferroni revealed that the differences 
between models and number of cues utilized were significant in all 
cases (p<0.01) except between F&F 1 and LR 5 (p>0.05), although the 
differences were very small between F&F 2 , LR 5 and LR 10 when the 
fitting set was small (25%). There was also a significant main effect of 
the different fitting set sample sizes on number of cues utilized, F (1.43, 
53.00)=31.27, p<0.001. Holm’s adjusted Bonferroni revealed that the 
differences were significant between fitting set sample 25% and both 
37.5% and 75% (p<0.001), between 37.5% and 50% (p<0.001), between 
50% and 75% (p<0.001). There was also a significant interaction effect 
between sample size and model, on number of cues utilized F (1.88, 
69.63)=41.68, p<0.001. 

Heart Failure – Cues in Model: A 4(model) × 4(fitting set sample 
size) within-subjects ANOVA on the number of cues in each model 
showed a significant main effect of model, F (1.08, 70.38) =87.63, 
p<0.001, where the LR 5 model had the fewest cues in majority of the 
fitting sets while LR 10 had more cues than any other model (see Table 
2). Holm’s adjusted Bonferroni revealed that regarding the different 
models the differences were significant between all models (p<0.005) 
except for F&F 1 and LR 10.

There was also a significant main effect of fitting set sample size, 
F (1.27, 82.23)=104.05, p<0.001, where Holm’s adjusted Bonferroni 
revealed that the differences were significant between all fitting set 
sample sizes (p<0.001). There was also a significant interaction effect 
between sample size and model, F (1.70, 110.22)=202.41, p<0.001. The 
number of cues in the F&F models increased with decreasing fitting 
set sample size, while the number of cues in the LR models decreased 
with decreasing fitting set size. Again it can be seen that for the smallest 
fitting set samples the mean number of cues in model was clearly lower 
for LR 5 (1.21, 1.58) than for F&F 1 (2.83, 2.65) and F&F 2 (3.18, 3.23).

As can be seen in Table 2 for actual diagnoses, in all fitting sets, LR 
5 had the fewest numbers of cues in the model while F&F 2 model had 
more cues than any other model. 

Heart Failure – Cues Utilized: A 4 (model) × 4 (fitting set sample 
size) within-subjects ANOVA on the number of cues utilized by each 
model showed a significant main effect of model, F (1.11, 72.26)=36.30, 
p<0.001, where the F&F 1 model utilized the fewest number of cues in 
half of the samples ( Table 2). Holm’s adjusted Bonferroni revealed that 
the differences were significant between all models (p<0.005). There 
was also a significant main effect of fitting set sample size on number of 
cues utilized, F (1.12, 73.03)=9.52, p<0.001. Holm’s adjusted Bonferroni 
revealed that the differences were significant between fitting set sizes 
75% and both 37.5% and 50%, between 37.5% and 75%, and 50% and 

75%, p<0.05. There was also a significant interaction effect between 
model and sample size, F (1.93, 125.16)=99.73, p<0.001. The number of 
cues in F&F 2 increased in the smaller fitting sets.

Turning to actual diagnoses, as can be seen in Table 2, in all fitting 
sets, LR 5 utilized fewest numbers of cues, followed by F&F 1 while in 
majority of the times F&F 2 utilized most number of cues. Similar to the 
judgment data, in the LR models, the smaller fitting set size, the smaller 
number of cues in the model. Regarding number of cues in model, one-
sample t-tests showed that in sample size 75% both F&F 1 (t (65)=-4.34, 
p<.001) and F&F 2 (t (65) = -3.11, p<.005) used more cues in actual 
diagnoses than in participant judgments. 

One-sample t-tests showed that for all sample sizes both F&F 
models used more cues in predictions of actual diagnoses as compared 
to predictions of participant judgments (p<.001 in all 8 comparisons), 
whereas the reverse was true for LR 5 and LR 10, which tended to 
utilize fewer cues in predictions of actual diagnoses than in predictions 
of participant judgments across different sample sizes with significant 
results for sample 75% , LR 5 (p<.001) and LR 10 (p<.001), for sample 
50%, LR 5 (p<.05) and LR 10 (p<.001), for sample 37.5% , LR 5 (p<.001), 
and for sample 25% (p<.001).

Discussion
Previously, most of the model comparisons involving F&F and 

LR models have modeled ecological relations rather than how people 
use ecological information in judgments or decisions [7]. In studies 
where human judgments or decisions were modeled, cross-validation 
was not used for comparing the validity of F&F and LR models [6], 

Number of cues in the model
 Fit 75% in fit 50% in fit 37.5% in fit 25% in fit
Participant judgments
F&F 1 2.07 2.39 2.53 2.65 2.83
F&F 2 2.93 2.95 2.99 3.23 3.18
LR 5 2.48 2.43 1.9 1.58 1.21
LR 10 3.33 3.44 2.85 2.34 1.73
LR Enter 10 10 10 10 10
Actual diagnoses
F&F 1 3 2.73 2.56 2.59 2.75
F&F 2 4 3.19 2.96 3.12 3.15
LR 5 2 1.65 1.78 1.41 1.19
LR 10 2 2.36 2.48 2.34 1.77
LR Enter 10 10 10 10 10
Number of cues actually utilized
 Fit 75% in fit 50% in fit 37.5% in fit 25% in fit
Participant judgments
F&F 1 1.55 1.39 1.78 1.58 1.72
F&F 2 1.99 1.56 1.35 1.78 2.01
LR 5 2.48 2.43 1.9 1.58 1.21
LR 10 3.33 3.44 2.85 2.34 1.73
LR Enter 10 10 10 10 10
Actual diagnoses
F&F 1 2.36 2.1 1.97 2 2.05
F&F 2 2.88 2.35 1.49 2.34 2.33
LR 5 2 1.65 1.78 1.41 1.19
LR 10 2 2.36 2.48 2.34 1.77
LR Enter 10 10 10 10 10

Table 2: Frugality of the models and the different fitting set sizes in the heart failure 
study.
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as far as we know. In studies where cross-validation was used, the LR 
models have used all the cues in the model [15]. Using all the cues in 
the model leads to an artificial lowering of predictive accuracy after 
cross-validation because the LR-model is over-fitted to the original 
data. F&F models may be assumed to be less sensitive to over-fitting, 
because they are constructed to be fast decisions based on a minimum 
of information. For this reason, the comparisons between LR and F&F 
models in previous studies using cross-validation have been biased 
against LR models. In the present study, two F&F models and three 
LR models with different cue inclusion levels were compared to each 
other on different fitting sets consisting of both ecological data (actual 
diagnoses) and judgment data (participant judgments). In addition, the 
models’ frugality was compared on two dimensions. 

It may be argued that the actual diagnoses, which were treated as 
ecological data in this study, in fact involve judgments and therefore are 
not pure ecological data. However, the actual diagnoses are as close as 
we can come to the ecological fact of the patients’ true diagnosis. Thus, 
we regard the actual diagnoses as a proxy for the true diagnoses. 

Predictive accuracy, sample size and inclusion level

In both studies, LR Enter had the highest fit, but when cross-
validated it had the lowest predictive accuracy. There were no significant 
differences in predictive accuracy between the F&F and the logistic 
regression models (not including LR Enter) in the Hyperlipidemia 
study. By contrast, in the Heart failure study there was a slightly higher 
predictive accuracy for the other two LR models compared to each of the 
F&F models. In the Hyperlipidemia and Heart failure study, the smaller 
the fitting set sample size, the lower predictive accuracy of LR Enter. 
In both studies, because the predictive accuracy of LR Enter decreased 
more compared to all other models, it is plausible to assume that 
inclusion level plays an important role when evaluating the predictive 
accuracy of an LR-model. Apparently, this was not checked in previous 
studies where only LR Enter was compared with F&F models. 

Regarding sample size and predictive accuracy, in the 
Hyperlipidemia study, the predictive accuracy was unrelated to size of 
the fitting sample, except for LR Enter. In the Heart failure study, the 
different sample sizes yielded different levels of predictive accuracy. In 
particular, and, in line with the results from Martignon et al., it seems 
that the greater the fitting sample, the higher predictive accuracy in the 
LR Enter model. This emphasizes the argument that the comparisons 
of LR vs. F&F models have not been fair because the only regression 
model that has been tested is LR Enter. Allowing a higher significance 
level for cue inclusions gives more capitalization on chance [18] because 
there is a greater risk that irrelevant cues are included in the model. This 
capitalization should reveal itself when a fitted LR Enter model is used 
for calculating the predictive accuracy because the fitted model is not 
performance maximized for the prediction set. In fact, this was the case 
when the data were cross-validated, where the predictive accuracy of 
LR Enter decreased markedly and in most cases yielded less accurate 
predictions than the other models. In their regression model, Dhami 
and Harries used a significant level of 5% and they found that both the 
F&F and the regression model gave equally good fit. Backlund et al. 
used a significance level of 10% and found that the regression model 
provided better fit. When it comes to predictive accuracy, the choice of 
5% vs. 10% seems to have little importance than is true for the choice of 
5% or 10% vs. 100% (LR Enter). 

To conclude, there should be a greater emphasis in testing 
regression models with different significance levels of cue inclusion in 
the models. As showed in the present study, the lower significance level 

of cue inclusion gave different results than the one including all the 
cues. These differences might be one factor that explains the seemingly 
contradictory results in judgment studies as compared to ecological 
studies.

Frugality

The different models were also compared in terms of frugality. In 
both the Hyperlipidemia and the Heart failure study, in the majority 
of the times, LR 5 included fewer cues in model, while LR 10 and 
obviously LR Enter included the more cues in model as compared to 
the F&F models. Because the F&F models, in contrast to LR models, 
are designed to use a minimum of information, one would expect the 
LR models to use more cues than the tested F&F models. However, this 
was not the case. When only significant cues are considered, the LR 
models, especially LR 5, tended to be more frugal as compared to the 
F&F models. 

Previous studies, have measured frugality in terms of number of 
cues in a model. However, a model might not necessarily utilize all the 
cues is consists of. It is equally important to investigate how many cues 
a model actually utilizes because heuristics may use fewer cues in order 
to implement non-exhaustive search. Regarding the number of cues 
actually utilized by the F&F models, the F&F 1 model utilized fewer 
numbers of cues compared to F&F 2, however, not consistently fewer 
than LR 5. Important here is also the difference between the numbers 
of cues a model consists of and number of cues actually utilized by 
the model. The smaller difference, the better is the model in the sense 
that it actually makes use of the cues the model consists of. If a model 
consists of, say, 3 cues but only utilizes 1 of these cues, then two of 
these cues are superfluous and as a result the number of cues is not 
“saturated”. In the LR models, the same number of cues is used both in 
model and in utilization, meaning that they are fully saturated. In both 
Hyperlipidemia and the Heart failure study, for both F&F models, there 
was a difference varying from 26 to 48% less cues utilized than total 
number of cues available in the model. However, this was dependent on 
the size of the fitting sample. The smaller the fitting sample, the greater 
was this difference.

Actual diagnoses vs. participant judgments

When the data were not cross-validated, both the actual diagnoses 
and participant judgments yielded the same predictive accuracy in all 
the models. However, things were different when the data were cross-
validated, where predictive accuracy was lower for actual diagnoses 
than for participant judgments. In terms of frugality, the F&F models 
tended to use more cues in actual diagnoses than in participant 
judgments, especially with respect to number of cues actually utilized. 
The opposite was true for the LR models inasmuch as LR 5 and LR 10 
used less cues in model (which for LR models coincides with number 
of cues actually utilized) in the actual diagnoses as compared to the 
participant judgments. These differences combined with the relatively 
poor fit found in actual diagnoses after cross-validation suggest that 
other factors than the ones investigated in this study were important 
for the actual diagnoses. On the other hand, the predictive accuracy for 
actual diagnoses was approximately the same for all models except LR 
Enter as also was true for the corresponding participant diagnoses. This 
finding adds to the validity of the outcome of the model comparisons 
made in the present study. 

Conclusions
As a whole, our data suggest that also when cross-validation is used, 

linear models behave as efficiently, if not more efficiently, than fast and 
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frugal models, provided that only significant cues are included in the 
model. This is in line with recent research using experimental methodology 
showing that compensatory judgment models (e.g., linear models) may 
outperform F&F models [15,22-24] when applied to behavioral judgment 
data or that the validity of F&F models may have been overestimated [25]. 

Actually, also the linear models tested in the present study deserve 
to be called fast and frugal. The mean number of cues in the fitted 
LR models was mostly only one or two cues selected from a total of 
7 (Hyperlipidemia study) or ten cues (Heart failure study). Thus, 
only a small proportion of the given information was utilized in the 
LR models, but perhaps in a more nuanced way than in F&F models, 
depending on the possibility to model compensatory judgments. This 
may explain why the predictive accuracy tended to be slightly higher 
for LR 5 and LR 10 as compared to for the two F&F models. 

As a final note of caution, the data in the present study are based on 
means calculated over all the participating doctors and the models are 
built using the means. It could be the case that some individuals may 
be consistently using a heuristic as found in Skånér et al. [26]. In fact 
they might even be using heuristics other than those investigated in 
this study, which might predict judgments and decisions better than the 
strategies investigated in the present study. This could be an interesting 
topic for future research but so far our data suggest that LR models 
could be as fast and frugal than the original F&F models [27-30].

The take-home message of this study is that in both actual and 
behavioral judgments in the medical domain as well as in other fields 
cross-validation coupled with a systematic variation of significance 
levels for cue selection is important when logistic regression is compared 
with other judgment models. The cross-validation showed, contrary 
to some previous results based on model fitting rather than cross-
validation, that LR is equally good, if not better, in capturing human 
decision making as F&F models and depending on cue inclusion level 
LR models might be more frugal than F&F models.
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