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Abstract
Quality differences between organic and conventional fresh tomatoes (unprocessed) and frozen tomatoes 

(processed) are evaluated by using a capillary rising picture method (capillary dynamolysis).  The best pictures showing 
the differences most sharply between organic and conventional samples were prepared with 0.25-0.75% silver nitrate, 
0.25-0.75% iron sulphate and 30-100% sample concentration. But visual description and analysis of these images is 
a major challenge. Therefore, a novel methodology called Gram-Charlier Neural Network methodology (GCNN) has 
been studied to classify these images. Two separate GCNNs have been created for fresh and frozen cases. They are 
trained with the pictures of organic and conventional tomato samples from these two cases. The 2048 x 1536 pixel 
chromatogram images were acquired in a lab and cropped to 1400 x 900 pixel images depicting either a conventional 
tomato or an organic tomato for each case. A set of 20 images from each case was utilized to train each Gram-
Charlier Neural Network. A new set of 4 images from each case was then prepared to test each GCNN performance. 
In addition, Hinton diagrams were utilized to display the optimality of the GCNN weights. Overall, the GCNN achieved 
an average recognition performance of 100%. This high level of recognition suggests that the GCNN is a promising 
method for the discrimination of capillary dynamolysis images and its performance does not depend on whether the 
tomato sample is fresh or frozen.
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Introduction
There is a rising awareness of health and the environment in 

worldwide. Consumers have increasing interest on the quality of foods.  
Especially organic farming receives a considerable attention in recent 
years.  The quality of foods from conventional and organic production 
is compared in numerous studies.  Most of these comparative 
studies are based on the physico-chemical tests examining desirable 
and undesirable ingredients, pesticide residues and environmental 
contaminants, in addition to sensory tests and feed experiments with 
animals. Besides, nutritional studies and investigations using holistic 
methods of analysis have been also included [1].  

Holistic methods (picture developing methods) including 
biocrystallisation (copper chloride crystallization), capillary 
dynamolysis and the round-filter chromatography have been used 
to examine foods from organic cultivation [2]. These methods are 
developed on the basis of images of the ‘inner structure’ of an organism. 
The inner structure of a living organism is believed to be related to 
the growth (i.e. farming system) and development of the organism.  
Different imaging methods are developed to reveal this ‘inner structure’ 
[3]. The capillary dynamolysis is one of these methods. It began to be 
applied by [4] to plant sap in the twenties of the 20th century. The 
method involves capillary dynamolysis first with an aqueous extract of 
plant sap followed, with intermediate drying, by a metal salt, usually 
silver nitrate, which serves as an indicator to develop the structured 
pattern.  Any kind of additive will change the chromatogram. The 
process is influenced by the qualitative and quantitative variations in the 
macromolecules of the biological extracts, thus allowing food quality 
assessment [5]. The pictures are evaluated qualitatively describing the 
different form elements and their interactions [6]. Figure 1 illustrates 
the chromatograms produced on the basis of biological substances, 
such as plant extracts, exhibit distinctive structures covering the 
chromatography paper [7]. 

The pictures obtained by capillary dynamolysis method are 

evaluated visually by trained people, using a 3-4 zone concept and 
characteristic criteria’s for describing the differences (see Figure 
2) [2,6,8]. Although capillary dynamolysis method is promising
to distinguish between organic and conventional food, they need
further development and validation for routine application in food
quality assessment.  Even if the methodological problems have been
overcome there remains the cognitive task of how the images and
patterns are to be read (pattern recognition).   In literature several
trained authors have shown to be capable of judging and interpreting
capillary pictures by connecting them correctly to different farming
systems [6,9].  Although visual examination by trained people can be
used as a tool for evaluation of the images, it requires high expertise
and practice.  Additionally, there is a lack of validated methodology
for the quality assessment.  On the other hand, computerized image
analysis can be an alternative approach increasing the objectiveness of
the picture forming methods and allow the analysis of large numbers
of chromatogram images [3,10].  It is based on the interpretation of
the images by using the fundamental knowledge of texture analysis [5].
To the best of our knowledge, there is no available literature on the
application of computerized image analysis over evaluation of capillary
dynamolysis test results.

The objective of the present study is to develop a technique based on 
a Gram-Charlier Neural Network approach to judge and interpret the 
images (pictures) of conventionally and organically grown tomatoes 
obtained by capillary dynamolysis method.   The efficiency and the 
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performance of the developed technique is compared by using images 
of fresh (unprocessed) and frozen (processed) tomatoes.

Materials and Methods
Sample preparations

Conventional and organic tomato fruits were obtained from Ege 
University Agricultural Faculty Research, Applied and Production 
Farm in Menemen (Izmir, Turkey) during the period of 2005 and 2006. 
Tomato fruits were quickly transferred to the laboratory. The fresh 
fruits were cleaned, chopped into small pieces and passed through 
a kitchen type blender (Braun MR 404). The homogenate was first 
passed through a cloth to remove debris particles and then filtered. 
The fruit juice was diluted to 30-100% with bi-distilled water. Silver 
nitrate and iron sulphate solutions were also prepared at a 0.25-0.75% 
concentrations with bi-distilled water.

The combination ratios for the sample extract silver nitrate and 
iron sulphate influence specific patterns of the chromatograms. 
Therefore, different ratios of sample, silver nitrate and iron sulphate 
concentrations were studied. The concentration levels were between 30 
to 100%, 0.25 to 0.75% and 0.25 to 0.75% for sample, silver nitrate and 
iron sulphate, respectively.

Sample extracts are prepared at different concentrations ranging 
from 30% to 100% with bi-distilled water. 0.6 ml of these aqueous extract 
is allowed to rise in chromatographic paper (Whatmann no. 2 CHR) up 
to 2cm from the base line and dried for 3 hours in a room at 20°C and 
60 % RH. Next the chromatographic paper is placed in a solution of 
0.7 ml of silver nitrate solution prepared at different concentrations 
(0.25-0.75 %). Silver nitrate is allowed to migrate vertically up to the 
level approximately 1 cm over the juice-line in a glass bowl for 30 min.  
After drying, 2 ml of iron sulphate solution (0.25-0.75 %) is added and 
allowed to rise nearly to the top of the paper (12 cm) in 0.5 to 2 hours 
(Figure 3).  Then the paper is dried for 3 hours. The last two stages take 
place in a dark room [11]. A total of 23 paper chromatograms were 
produced from organic and conventional fresh tomato fruits.

Image acquisition and capture 

Images were captured using a digital camera model DMC-FZ5 (5 
Mp) (Panasonic,  NJ, USA). The camera was positioned vertically over 
the sample at a certain distance. The angle between the camera lens, 
the lighting source and ambient illumination were fixed and kept the 
same for all the sample pictures.  After then the images were transferred 
and stored in a PC as a JPEG format of ‘high resolution’ and ‘superfine 
quality’. 

Image processing 
All the algorithms for pre-processing of full images and image 

segmentation were written in MATLAB 6.5 (The MathWorks, Inc., 
MA, USA). MATLAB code for pre-processing and image segmentation 
of a single full image is given below:

s = [‘org_2005_’  int2str(i) ‘.jpg’]; I = imread(s); BW = rgb2gray(I);  
BW=BW(501:1900,301:1200); BW = double(BW); d=get_coeffs(BW)

Inside get_coeffs(BW) function, the gray scale image was converted 
to a row vector (x=convert2vec(bw)). This row vector was then used 
to calculate the Gram-Charlier coefficients of the corresponding gray 
scale image, as the purpose of calculating Gram-Charlier coefficients is 
to reduce the number of input nodes in our neural network.

Image segmentation

Each 2048 x 1536 pixel RGB images was turned into a gray 

scale image using the ‘rgb2gray’ command of MATLAB. The 
final gray scale image was then cropped to 1400 x 900 pixel size 
(BW=BW(501:1900,301:1200); where BW is the gray scale image). 
These images were then used in the classification process, as the aim 
of these software-based procedures is to eventually replace the human 
visual decision-making process.

Image Analysis:  Theory
Bayes optimal decision rule

Figures 4-7 show 2048 x 1536 pixel capillary rising pictures of 
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Figure 1: (a) Chromatogram obtained from basis of aqueous silver nitrate, iron 
sulphate(blank) (b) conventional growing fresh sweet red pepper chromatogram 
(c) organic growing fresh sweet red pepper chromatogram (Kuşçu, 2008).

Figure 2: Definition of zone in capillary dynamolysis method [8].  

Sample extract (2 cm) 

Petri dish 

Chromotography 
paper 

Siver nitrate (3 cm) 

Iron sulphate (12 cm) 

Figure 3:  Application of capillary dynamolysis method
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conventional and organic tomato for fresh and frozen cases respectively. 
Images were converted to grayscale images by eliminating the hue and 
saturation information while retaining the luminance using ‘rgb2gray’ 
command of MATLAB. These grayscale images were then cropped (see 
Figures 8-11). Let’s represent one of these grayscale images as a row 
vector, obtained from the image matrix by combining its rows:

 (1), (2), ( )X x x x m
→

=   

Where m is 1,260,000. Each element of the vector corresponds to a 
grayscale color value that is between 0 and 255. Then, there are two 
classes from which our input image might be drawn.

These classes are defined as:

Ho= Organic,

H1= Conventional.

The prior probability of an unknown image being drawn from 
class k is hk (k=0, 1). The cost of making a wrong decision for class 
k is υk. Note that the prior probability hk and the cost probability υk 
are taken as being equal, and hence can be ignored. The problem is to 

find a neural network model for determining the class from which an 
unknown image is taken. If we know the probability density functions 

( )kf X
→

for all classes, the Bayes optimal decision rule [12] can be used 
to classify X

→
 into class k if

( ) ( )k k k m m mh f X h f Xϑ ϑ
→ →

> 	         		                (1)

where k ≠ m.

A major problem with Equation (1) is that the probability density 
functions of the classes are unknown. We can use Gram-Charlier series 
expansion to estimate these unknown probability density functions. 
In this case, the training set for the neural network consists of Gram-
Charlier coefficients. Our objective in this study was to use these 
coefficients for classification. If the neural network is trained with 
known Gram-Charlier coefficients, then to determine the class of an 
unknown image, we need only to feed its Gram-Charlier coefficients. 
The next section describes the Gram-Charlier series expansion.

Gram-charlier Series
The Gram-Charlier series expansion of the probability density 

Figure 4: Capillary rising picture of conventional fresh tomato (unprocessed).

Figure 5: Capillary rising picture of organic fresh tomato (unprocessed).

Figure 6: Capillary rising picture of conventional frozen tomato (processed).

Figure 7: Capillary rising picture of organic frozen tomato (processed).
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function of a random variable with mean m and variance σ2 can be 
represented as

( )

0

1( ) ( ),i
i

i

xx c mρ ϕ
σ σ

∞

=

−
= ∑ 				                 (2)

whereφ(x) is a Gaussian probability density function and φ(i)(x) 
represents the i-th derivative of φ(x). For normalized data where (µ =0, 
σ2 =1, c0 =1), the above equation can be simplified to

(3) (4) (5) (6)
3 4 5 6( ) ( ( ) ( ) ( ) ( ) ( ) ),x x c x c x c x c xρ ϕ ϕ ϕ ϕ ϕ= + + + + +           (3)

where ci coefficients are related to the central moments of φ(x). In 
a sense, derivatives of the Gaussian function in Equation (3) provide 
us with the class type information for the tomato. Furthermore, ciφ

(i) 
are orthogonal functions that present unique information about the 
organic and conventional tomato class distribution. This leads us to 
conclude that an INN based on the decomposition of the probability 
density function by the Gram-Charlier series is well suited for organic/
conventional tomato class discrimination. Let’s define β(x) as 

1 2
21( )

2

x
x eβ

π

−
= 				                  (4)

Then, the probability density function becomes

3 3 4 4
1 1( ) ( ) 1 ( 3)
6 24

x x A Aρ β  
= + Λ + Λ − + 

 


	               (5)
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Equation (7) is the so-called Gram-Charlier series [12] and the 
polynomial Ai(x) is called the Tchebycheff-Hermite polynomial.

Gram-charlier neural network architecture

This novel neural network has three processing stages (see 
Figure 12). The first stage preprocesses capillary rising organic and 
conventional fresh and frozen tomato-images and the second stage 
converts these grayscale images into row vectors and estimates 
Gram-Charlier coefficients [13] corresponding to these row vectors 
(see Figure 13). In the third processing block, these parameters are 
applied to a back propagation neural network to classify the images 
(see Figure 14). This neural network is a fully connected feed forward 
neural network. When the Gram-Charlier coefficients are presented as 
an input to the neural network, each output of the hidden neurons is 
a weighted sum of the input nodes and the bias node passes through a 

Figure 8: Cropped grayscale image of fresh conventional tomato (1400 
pixel x 900 pixel).

Figure 9: Cropped grayscale image of fresh organic tomato (1400 pixel x 
900 pixel).

Figure 10: Cropped grayscale image of  frozen conventional tomato (1400 
pixel x 900 pixel).
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Figure 12: Gram-Charlier Neural Network (GCNN) Architecture for fresh 
or frozen case.
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Figure 13: Cropped grayscale 1400 x 900 pixel image converted to a 1 x 
1,260,000 pixel row vector (X

→

) (where m is 1,260,000). This row vector is 
normalized before its Gram-Charlier coefficients are calculated (x(i), i =1…m 
is normalized (mean value is removed and standard deviation is made 1).

Figure 14: Gram-Charlier neural network (If Output ≥ 0, then input type 
of capillary rising fresh or frozen sample image belongs to organic class)

Figure 11: Cropped grayscale image of frozen organic tomato (1400 pixel 
x 900 pixel).

hyperbolic tangent function. The hidden neuron’s output of this neural 
network, , 1 ,jy j L=  is given as

1
( ( ) )h j

j ji
i

M
y x i wϕ θ

=
= +∑ 			                                 (8)

where L is 10, M is 4, and the activation function for the hidden and 
output layer, φ(), is a tangent hyperbolic function defined as

( )
y y

y y
e ey
e e

ϕ
−

−
−

=
+

			              	                (9)

The term x(i) is the input vector that consists of the Gram-Charlier 
coefficients, and h

jiw  is the weight from the  jth hidden neuron to the ith   
input neuron. Then, the output of the neural network is the weighted 
sum of all the hidden neurons and the bias node. This actual output of 
the neural network is then compared to the desired output for every 
set of input values. Furthermore, the neural network error is defined 
as the difference in these outputs. Then, the weights of the neural 
network are updated using the gradient of this output error [14,15].
The training matrix was prepared using the Gram-Charlier coefficients. 
Each column in the training matrix represented one set of these Gram-
Charlier coefficients with a length of 4. Note that the amount of columns 
in the training set could be any number. The bigger the number, the 
better the discrimination achieved by the GCNN for the target capillary 
rising organic and conventional fresh and frozen tomato-images.

Results and Discussion
The results obtained from testing the GCNN indicate that 

capillary rising picture method used for discrimination of organic and 
conventional fresh and frozen tomato images can be fully distinguished 
with 100% accuracy. Out of the 23 images, 19 were used for training 
and 4 were used for testing. The number of hidden neurons for the back 
propagation neural network was chosen to be 10, based on experience. 
In testing, if the output of the GCNN ≥ 0, then the input Gram-
Charlier coefficients belonged to class Ho= Organic. If the output of 
the GCNN < 0, then the input Gram-Charlier coefficients belonged 
to class H1= Conventional (see Figure 14). The success of the GCNN 
may be obscured if there is no understanding of the optimality of the 
neural network. In this study, Hinton diagrams were used to explain 
the optimal characteristics of the neural network. Hinton diagrams are 
named for Geoffrey Hinton, who used this method to display neural 
network weights. In the Hinton diagrams, the size of each square is 
proportional to the strength of each weight. The green color indicates 
a positive magnitude weight, and the red color indicates a negative 
magnitude weight. Figures 15a-16a depicts the Hinton diagram of 
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the two GCNNs. The first row in each figure shows the weights from 
the input nodes to the first hidden neuron, the second row depicts the 
weights from the input nodes to the second hidden neuron, and so on. 
Note that the number of rows in Hinton diagrams is equal to the number 
of hidden neurons. The first column shows the weights between each 
hidden neuron and the first input neuron. Figures 15b-16b depicts the 
weights from the hidden neurons to the output nodes. Since there is one 
output node, the number of rows in this Hinton diagram is 1. Again, 
the first column depicts the weights between the output nodes and the 
first hidden neuron. Inspection of these Hinton diagrams reveals that 
all of the hidden nodes contributed to the decision process and that the 
optimal design of the neural network was realized. Furthermore, there 
is no situation suggesting that a set of weights yields very large values, 
very low values, or predictable values.

In summary, this novel neural network has the following properties: 
1) the response is real-time once it is trained, 2) all hidden neurons 
have the same structure, which makes its hardware implementation 
easy using VLSI design techniques [16,17]. 

Although similar neural network designs are used in medical 
ultrasonic imaging for tissue characterization and diagnosis (ref…), 
based on experimental observations obtained throughout this study, 
the GCNN can also be efficiently used to discriminate the capillary 
rising picture method of conventionally and organically grown 
tomatoes.  Furthermore, the Gram-Charlier neural network renders 
practical advantages such as real-time processing, adaptability, and 
training capability.

Conclusion
In this study we developed a neural network methodology that is 

designed to classify the capillary rising picture method of conventional 
and organic tomatoes for fresh and frozen cases. The images taken from 
a lab-bear information related to the class type of tomato. However, this 
information is not readily quantifiable and lacks uniquely recognizable 
features. Therefore, a neural network becomes appealing for classifying 
these images, because it is trainable. The optimal values for the neural 
network weights were estimated using the back propagation algorithm. 
Experimental measurements of the tomato were utilized to train and 
test the image neural network. This network showed a remarkable 100% 
classification performance. This success of GCNN does not depend on 
whether tomato is fresh or frozen. Parallel classification performance 
was also achieved when training the neural network. 

Overall, the results of present study are encouraging and suggesting 
that neural networks are potentially useful for detecting conventional/
organic tomatoes and can be used in food quality control.
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