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INTRODUCTION

Tuberculosis (TB) is a reemerging infectious disease worldwide 
[1,2], caused by a bacterium called Mycobacterium tuberculosis. 
Claiming some 1.7 million lives in 2016, the disease was introduced 
as the world’s most infectious killer [3,4]. Due to the lack of 
adequate diagnostic and treatment facilities, TB has turned into 
a serious challenge in developing countries [5,6]. Various methods 
have been yet introduced for TB diagnosis, of which the culture 
method-culturing Mycobacterium tuberculosis organisms-is a major 
one. Although this approach is considered the standard method of 
TB diagnosis, it needs high-tech lab instruments and takes a long 
time, 8-12 weeks, to receive the test results [3,7-11] . The tuberculin 
skin test, chest X-ray, and sputum smear microscopy are other 
common methods for TB diagnosis [1,12], with the latter being 

the most common [9], although a third of TB-infected people, 
mostly children, are unable to produce sputum [13]. Therefore, a 
key strategy set by World Health Organization (WHO) to put an 
end to TB is the use of rapid diagnostic methods rather than those 
dependent on sputum [3]. Over the last decade, quick molecular 
diagnostic methods have also been developed, although they are 
challenged by the absence of required medical equipment in 
medical centers [1].

Despite the progress in the treatment of TB, the early diagnosis of 
this infectious disease is still of great importance in increasing the 
survival rate of patients [9]. TB diagnosis is still challenging since 
all the existing methods are aggressive approaches associated with 
high costs and risks [14].

The combination of biology, artificial intelligence, and mathematical 
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models has led to rapid progress in medicine, helping physicians to 
better identify diseases [15]. There have been a number of studies 
conducted on TB diagnosis based on data mining techniques and 
artificial intelligence [12,16]. Data mining refers to finding and 
collecting interesting, unexpected, and valuable patterns within 
large data sets [17]. The techniques are applied in numerous 
fields, including medicine, marketing, and banking [18]. As for 
medicine, the data mining techniques have proved highly effective 
in the early identification of diseases, providing proper treatments 
at reasonable costs and designing healthcare decision support 
systems [19,20]. The techniques can also be very helpful in medical 
discoveries [7]. Classification is a part of the data mining process 
usually utilized for analyzing medical data [21] as well as making 
medical decisions [22]. To obtain the highest possible accuracy in 
TB diagnosis, several researchers have applied various data mining 
techniques, including artificial neural networks (ANNs), rough 
sets, adaptive neuro-fuzzy inference system (ANFIS), decision tree, 
naïve Bayes, support vector machine (SVM), and association rules 
[5,6,9,11,12,23-27]. As the multilayer perceptron neural network 
(MLP) and ANFIS are among the most efficient methods of TB 
diagnosis [12,14,19,24-27], the present study aimed to compare the 
efficiency of MLP and ANFIS in TB diagnosis. 

Benfu et al. conducted a study on the use of ANN in the 
diagnosis of smear-negative pulmonary TB. This study focused 
on 560 records belonging to 272 infected people and 288 healthy 
individuals. Each record consisted of 29 fields containing various 
data, e.g. demographic information, clinical symptoms, chest 
X-ray, and laboratory test results. The ANN in this study consisted 
of a hidden layer of nine neurons. The area under the receiver 
operating characteristic (ROC) curve, accuracy, sensitivity, and 
specificity of the created model were 0.989, 93.10%, 88.89%, and 
100%, respectively [24]. 

Ucar and Karahoca adopted a data mining technique in their study 
for predicting the existence of mycobacterium tuberculosis in patients 
to detect TB by ANFIS, MLP, and PART techniques. The study 
contained 667 patients along with 30 associated parameters reduced 
to 20 ones. Upon a comparison of the three models, ANFIS proved 
superior, whereas the root mean square error (RMSE) for the three 
algorithms was 18%, 19%, and 20% for ANFIS, MLP and PART, 
respectively. This study concluded that ANFIS was a more reliable 
and efficient technique compared to MLP and PART [27]. 

Faria et al. studied pleural tuberculosis diagnosis applying 
ANN models on a sample of 135 patients including 12 relevant 
parameters. The outcomes of an MLP-based TB diagnosis model 
demonstrated an accuracy rate of 84.7% [14]. Moreover, Filho et al. 
examined a screening system for smear-negative pulmonary TB via 
ANNs involving 136 adult patients with smear-negative pulmonary 
TB between January 2010 to December 2011. The patient records 
contained 12 parameters of age, cough, bloody sputum, night 
sweats, fever, weight loss over 10%, breathlessness, lack of appetite, 
smoking, non-pulmonary TB, the history of hospitalization, and 
HIV infection. The study compared the CART, MLR, MLP and 
support vector machine (SVM) models. The results of analyzing the 
sensitivity, specificity, accuracy, and area under the curve (AUC) 
values were in favor of MLP with 100%, 80%, 88%, and 0.918, 
respectively [26]. 

In previous studies, MLP and ANFIS demonstrated acceptable 
results in detecting TB. The present study aimed to compare the 
efficiency of these techniques using a database bigger than those 
applied in other studies and with some different input parameters.

MATERIALS AND METHODS

Initially, in order to identify the risk factors and main symptoms 
of TB, the literature was reviewed examined and experts’ opinions 
were then sought about the factors identified. Accordingly, features 
such as fever, weight loss, night sweats, coughing, bloody sputum, 
fatigue, lack of appetite, smoking, diabetes, HIV infection, contact 
with TB-infected patients, alcohol consumption, age, taking 
immunosuppressant drugs, sex, white blood cell (WBC) count 
and hemoglobin (Hb) rate were extracted as the most significant 
risk factors and symptoms (Table 1). In addition, the erythrocyte 
sedimentation rate (ESR) was also considered as the most important 
blood test for detecting TB infection.

Table 1: Examining input variables.

No. Variable Type of variable Correlation

1 Fever Qualitative 0.4416

2 Weight loss Qualitative 0.3814

3 Night sweats Qualitative 0.361

4 ESR Qualitative 0.359

5 Coughing Qualitative 0.3456

6 Smoking Qualitative 0.2514

7 Age Qualitative 0.146

8 Blood sputum Qualitative -0.0221

9 HIV Quantitative -0.0294

10 WBC Qualitative -0.0575

11
Contact with TB-
infected patients

Quantitative -0.0729

12 Sex Quantitative -0.1252

13 Hemoglobin Quantitative -0.1947

In this study, a database containing 1217 records was used. The 
database belonged to a clinical setting in MaseehDaneshvari 
Hospital, Tehran, and included 630 records of TB-infected patients 
and 587 records of non-infected patients. Each record consisted of 
17 fields including risk factors, symptoms, and test results. These 
17 features were: fever, weight loss, night sweat, coughing, bloody 
sputum, smoking, AIDS, contact with a TB-infected patient, 
age, sex, occupation, number of years of smoking, presence of 
underlying diseases, white blood cell (WBC) count, fasting blood 
sugar (FBS), hemoglobin (Hb), and ESR.

In the preprocessing stage, four features, including job, number of 
years of smoking, underlying diseases, and fasting blood sugar level 
were deleted due to the large number of null data, i.e. >50% of 
the information about these characteristics in the existing database 
lacked information. In order to determine the effectiveness of the 
remaining 13 features in the diagnosis of the patient group and 
non-infected group, a correlation function was applied to the data, 
the results of which are shown in Table 1. In the second step, the 
records with 50% of the fields blank were deleted. Therefore, 1159 
records remained, of which 599 belonged to TB-infected patients 
and 560 to non-TB-infected individuals. 

In the next step, using the preprocessed data, the perceptron neural 
network was created by MATLAB R2015b with one and two hidden 
layers. Based on the database considered for the test (30% of the 
total data), the accuracy, sensitivity, and specificity metrics as well as 
the RMSC and AUC (ROC) values were calculated for modeling. 
The ANFIS model was also created by MATLAB R2015b. Based on 
the specified test database (30% of the total data), the same metrics 
and values were calculated for the model. 
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Finally, the accuracy, sensitivity, and specificity metrics, as well as 
RMSE were determined. In addition, to find out whether there was 
a significant difference between the efficiency of the two models, 
p-value was examined at      =0.05. In addition,  the AUC for both 
models was calculated using MedCalc.

RESULTS

To find the number of hidden layers and neurons in each layer, 
various structures of the MLP were examined. The neural network 
with one hidden layer was examined for 95 modes, with the number 
of neurons varying from 6 to 100, and the neural network with two 
hidden layers was examined for 205 modes. Twenty of modes with 
the best results are presented in Table 1.

As seen in Table 2, the best results are assigned to MLP with one 
hidden layer and 42 neurons in the layer. Figure 1 displays the 
ROC for the best mode of the MLP.

Table 2: Examining various structures of the MLP.

No. of 
hidden 
layer(s)

No. of 
neurons 

in 
hidden 
layer(s)

Sensitivity Specificity Accuracy RMSE AUC

1

29 90.29% 91.28% 90.80% 0.2536 0.9723

37 90.30% 85.70% 88.10% 0.2799 0.9624

42 93.50% 94.80% 94.30% 0.1788 0.9921

49 91.50% 88.40% 90.00% 0.2752 0.9624

54 92.00% 92.00% 92.00% 0.2405 0.9769

62 92.50% 91.89% 91.80% 0.25 0.9743

68 90.20% 92.30% 91.20% 0.2505 0.9738

71 91.30% 89.80% 90.60% 0.2565 0.9714

86 91.50% 90.70% 91.10% 0.2513 0.9726

91 89.00% 90.20% 89.60% 0.2638 0.9692

2

11-9 89.00% 90.90% 89.90% 0.2785 0.9605

10-10 91.70% 90.50% 91.10% 0.2596 0.9702

13-15 89.60% 92.10% 90.90% 0.2497 0.9749

14-16 91.70% 92.50% 91.10% 0.2585 0.9713

11-17 91.00% 91.40% 91.20% 0.2507 0.9733

10-19 92.70% 90.40% 91.50% 0.2513 0.972

25-35 91.00% 88.80% 89.90% 0.2623 0.9702

30-45 92.20% 90.70% 91.50% 0.2458 0.976

50-45 91.20% 88.60% 89.90% 0.2556 0.9718

40-50 93.70% 93.80% 93.70% 0.2306 0.9811

We also employed MATLAB R2015b to create an ANFIS trained 
model and determine the sensitivity, specificity, accuracy, and 
RSME metrics. To find the best results of the model, the ANFIS 
was run for different iterations some of them with the best results 
are recorded in Table 3.
Table 3: Results related to the implementation of the ANFIS Model.

AUC RMSE Accuracy Specificity Sensitivity Iteration

0.76 0.3744 77.48% 81.00% 72.26% 200

0.8106 0.371 81.03% 80.65% 81.22% 300

0.816 0.3647 81.61% 81.72% 80.12% 500

0.8201 0.3612 81.93% 81.72% 81.48% 800

0.8253 0.3443 82.20% 86.02% 89.41% 1000

0.8572 0.3345 85.63% 92.60% 79.60% 1500

0.8511 0.3373 85.08% 90.98% 81.03% 2000

0.8448 0.3416 83.86% 90.13% 79.88% 2500

According to Table 3, the best result of the ANFIS model belonged 
to 1500 iterations. The values of each indicator in this case are 
given in Table 4.

Table 4: The best mode of ANFIS model.

Sensitivity Specificity Accuracy RMSE AUC

79.60% 92.60% 85.63% 0.3345 0.8572

To compare MLP and ANFIS models, the accuracy, sensitivity, 
specificity, and RMSE values were examined at the significance 
level of    =0.05, with the results presented in Table 5.

According to Table 5, there are significant differences between the 
sensitivity, accuracy, and RMSE of the two models, but there is no 
significant difference between their specificity values.
Table 5: Accuracy, sensitivity, specificity, and RMSE Values of the two 
models.

Metrics P-value Notes

Sensitivity 0.0002 Significant difference

Specificity 0.5287 No significant difference

Accuracy 0.0114 Significant difference

RMSE 0.0013 Significant difference

To compare the efficiency of the two models, the area under 
the ROC curve of the MLP and that of the ANFIS model were 
calculated by MedCalc at    =0.05 and the results are presented in 
Figures 2 and 3 and Table 6.

Figure 1: The ROC for the MLP. Figure 2: Flow ROC for the ANFIS.
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α
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As Table 5 illustrates, the p-value is <0.0001, denoting a significant 
difference in the efficiency of the two models; denoting the 
rejection of the null hypothesis.
Table 6: AUCs of MLP and ANFIS Models.

AUC

Variable 1 ANFIS

Variable 2 MLP

Classification 
variable

diagnosis

Sample size 1159

Positive 
group:diagnosis= 1

599

Negative 
group:diagnosis=0

560

AUC Sea 95% Clb

ANFIS 0.86 0.0109 0.839 to 0.880

MLP 0.992 0.00192 0.985 to 0.996

Pairwise comparison of ROC curves

ANFIS~MLP

Difference 
between areas

0.132

Standard Error" 0.0106

95% Confidence 
Interval

0.111 to 0.153

z statistic 12.477

Significance level P<0.0001

aDeLong et al.. 1988; bBinomial exact

DISCUSSION 

Although there are several methods for TB diagnosis, each method 
is associated with some pitfalls. Therefore, there are concerns 
about controlling of this disease and delays in its diagnosis and 
treatment. Beside the common methods, data mining techniques 
could help on-time diagnosis of TB. Classification is a part of 
the data mining approach usually meant to analyze the medical 
data [21]. The studies addressing the application of data mining 
techniques considered the MLP and ANFIS among the frequently 
used techniques for TB diagnosis. 

In this study, to determine the number of hidden layers and the 
neurons in each layer for achieving the best possible MLP model, 

all the possible modes for one layer with 6 to 100 neurons, and 
two layers with 6 to 50 neurons, were examined. The mode with 
one hidden layer and 42 neurons in the layer resulted in 93.50%, 
94.80%, 94.30% for a sensitivity, a specificity, and an accuracy, 
respectively. For RMSE and AUC the findings were 0.1788, and 
0.9921, in order. With respect to the ANFIS, the mode with 1500 
recurrences, a sensitivity of 79.60%, a specificity of 92.60%, an 
accuracy of 85.63%, RMSE=0.3345, and AUC=0.8572 proved the 
best possible model.

The result of a study conducted by Benfu et al. regarding the 
application of artificial neural network in the diagnosis of smear 
negative pulmonary tuberculosis indicated the accuracy, sensitivity, 
and specificity of 93.10%, 88.89%, and 100%, respectively. 
The AUC in this study was 0.989 [24]. The AUC value and the 
accuracy, as well as sensitivity of the MLP model in the present 
study were higher than those reported by Benfu et al. study [24]. 
In another research performed by Ucar and Karahoca  the ANFIS 
model indicated a higher efficiency compare to the MLP and 
PART models [27]. The difference between the findings of the 
aforementioned study with those of present study could be due 
to the different input data and parameters used. The finding of a 
study by Faria et al. showed that the accuracy of the MLP model in 
TB diagnosis was 84.7% [14] which falls below the MLP accuracy 
in the present study. Moreover, in research conducted by Joao-Filho 
et al. the MLP model with a sensitivity of 100%, a specificity of 
80%, an accuracy of 88%, and AUC=0.918 proved having a higher 
efficiency than the other examined models, namely CART, MLR, 
and SVM [26]. The MLP model in the present study demonstrated 
higher specificity, accuracy, and AUC, and as a result, a higher 
efficiency compared to findings reported by JoaoFilho et al.’s study.

CONCLUSION

Herein, after a comprehensive review of the risk factors and the 
main symptoms of tuberculosis, the following risk factors were 
identified as the most significant ones: contact with TB-infected 
patients, having AIDS, smoking, sex, age, and the symptoms of 
fever, night sweats, bloody sputum, weight loss, coughing, and 
abnormal WBC and Hb. Furthermore, ESR proved to be the most 
important test for TB diagnosis.

In comparing the specificity values of MLP and ANFIS by the ratio 
test, it was revealed that although MLP enjoyed a higher specificity 
as compared to ANFIS, there was no significant difference between 
their specificity values. With respect to other metrics, namely, 
sensitivity, accuracy, and RMSE, the MLP model proved having 
a higher efficiency compare to ANFIS as there were significant 
differences between these metrics. Finally, a significant difference 
was found between the two models in terms of efficiency, as the 
MLP model indicated a better performance in TB diagnosis.
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