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#### Abstract

In this paper, some properties of matrices over commutative semirings are researched deeply. We extend the theorem about invertible matrix and show a necessary condition that a matrix is invertible.And we discuss in n-dimensional L-semilinear space $V_{n}$ every vector of $V_{n}$ can be uniquely represented by a linear combination of any basis of $V_{n}$. On the other hand, we show the connection between two bases of $V_{n}$ with the transition matrix and prove an inequality in case that the rank of the matrix is redefined over commutative semirings. We give the proof that a set of linearly independent vectors is still linearly independent under semilinear transformation. We prove that some theorems of the determinant of a matrix still exist for the permanent, but some of the theorems do not. We show the necessary and sufficient condition that the permanent of an invertible matrix is zero.
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## 1 Introduction

The study of semilinear structures over commutative semirings has a long history. In the theory of matrices over semirings, an invertible matrix is an important type of matrices. In 1984, Reutenauer and Straubing researched the invertible matrices over commutative semirings [9]. Moreover, in 2011, Shu and

Wang showed some necessary and sufficient conditions that each basis has the same number of elements over commutative zerosumfree semirings and proved that a set of vectors is a basis if and only if they are standard orthogonal [4]. In 2015, Zhang Houjun and Chu Maoquan researched the dimension of semilinear space over commutative semirings and got a series of results [7].

This paper is organized as follows. Some properties of matrices over commutative semirings are researched deeply. Firstly we extend the theorem about invertible matrix and show a necessary condition that a matrix is invertible. On the other hand, we show the connection between two bases of $V_{n}$ with the transition matrix and prove an inequality in case that the rank of the matrix is redefined over commutative semirings. Then we prove that some theorems of the determinant of a matrix still exist for the permanent, but some of the theorems don't. We show the necessary and sufficient condition that the permanent of an invertible matrix is zero.

## 2 Preliminary Notes

Definition 2.1 ${ }^{[1]}$ A semiring $L=<L,+, \cdot, 0,1>$ is an algebraic structure with the following properties:
(1) $(L,+, 0)$ is a commutative monoid,
(2) $(L, \cdot, 1)$ is a monoid,
(3) $r \cdot(a+b)=r \cdot a+r \cdot b$ and $(a+b) \cdot r=a \cdot r+b \cdot r$ hold for all $a, b, r \in L$,
(4) $r \cdot 0=0 \cdot r=0$ hold for all $r \in L$,
(4) $0 \neq 1$,

A semiring $L$ is commutative if $r \cdot r^{\prime}=r^{\prime} \cdot r$ for all $r, r^{\prime} \in L$.
Natural number and the set of nonnegative real number with the usual operations of addition and multiplication of real numbers are commutative semirings.

Definition 2.2 $\mathbf{2}^{[1]}$ Let $L=<L,+, \cdot, 0,1>$ be a semiring and let $A=<$ $A,+_{A}, 0_{A}>$ be a commutative monoid. If $*: L \times A \rightarrow A$ is an external multiplication such that
(1) $\left(r \cdot r^{\prime}\right) * a=r \cdot\left(r^{\prime} * a\right)$,
(2) $r *\left(a+_{A} a^{\prime}\right)=r * a+_{A} r * a^{\prime}$,
(3) $\left(r+r^{\prime}\right) * a=r * a+{ }_{A} r^{\prime} * a$,
(4) $1 * a=a$,
(5) $r * 0_{A}=0 * a=0$,
for all $r, r^{\prime} \in L$ and $a, a^{\prime} \in A$ then $<L,+, \cdot, 0,1, *, A,+_{A}, 0_{A}>$ is called a left $L$-semimodule. The definition of a right L-semimodule is analogous, where the external multiplication is defined as a function $L \times A \rightarrow A$.

The following definition is a general version of a semilinear space in [10]:

Let $L=<L,+, \cdot, 0,1>$ be a semiring. Then a semimodule over $L$ is called an $L$-semilinear space.

Note that a semimodule stands for a left $L$-semimodule and right $L$-semimodule as in [10]. Elements of an $L$-semilinear space will be called vectors and elements of a semiring scalars. The former will be denoted by hold letters to distinguish them from scalars.

Without loss of generality, in what follows, we consider left $L$-semimodules for convenience of notation. Then we can construct an $L$-semilinear space as follows.

Natural number $Z^{0}=<Z^{0},+, \cdot, 0,1>$ is a semiring. For $\forall n \geq 1$, let
$V_{n}\left(Z^{0}\right)=\left\{\left(a_{1}, a_{2}, \cdots, a_{n}\right)^{T}: a_{i} \in Z^{0}, i=1, \cdots, n.\right\}$,
$\mathbf{x}=\left(x_{1}, x_{2}, \cdots, x_{n}\right)^{T}, \mathbf{y}=\left(y_{1}, y_{2}, \cdots, y_{n}\right)^{T} \in V_{n}\left(Z^{0}\right), r \in Z^{0}$,
definite $\mathbf{x}+\mathbf{y}=\left(x_{1}+y_{1}, \cdots, x_{n}+y_{n}\right)^{T}, r * \mathbf{x}=\left(r \cdot x_{1}, r \cdot x_{2}, \cdots, r \cdot x_{n}\right)^{T}$. Then $V_{n}\left(Z^{0}\right)$ is a semilinear space and $\mathbf{0}_{n \times 1}=(0,0, \cdots, 0)^{T}$.

Definition 2.3 ${ }^{[5]}$ Let $V_{n}$ be an L-semilinear space. The expression where $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{n} \in L$ are scalars is called a linear combination of vectors $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdot \cdot$ $\cdot, \boldsymbol{\alpha}_{n}$.

If the vector $\mathbf{x}$ can be expressed as a linear combination by the vector set $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$, then we say vector $\mathbf{x}$ can be expressed by the vector set $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$ in a linear form.

Definition 2.4 ${ }^{[5]}$ In an L-semilinear space, vectors $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}(n \geq 2)$ are linearly independent if none of them can be represented by a linear combination of the others. Otherwise, we say that vectors $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$ are linearly dependent.

In semilinear space $V_{n}$, let $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$ and $\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{m}$ be the two sets of vectors.If every $\boldsymbol{\alpha}_{i} \in \underline{n}$ can be represented by a linear combination of $\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{m}$ and every $\boldsymbol{\beta}_{j} \in \underline{m}$ can be represented by a linear combination of $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$, then the two sets of vectors are said to be equivalent.

If a part of vector $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$ is linearly independent, then the vector set $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$ is linearly independent. If the vector set $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$ is linearly independent, then any part of it is linearly independent.

Definition $2.5^{[5]}$ A nonempty subset $G$ of an L-semilinear space is called a set of generators if every element of the L-semilinear space is a linear combination of elements in $G$. Let $S$ be a set of generators of $L$-semilinear space $V_{n}$ . Then we put $V_{n}=<S>$.

Definition 2.6 ${ }^{[1]}$ Suppose $V_{n}$ is a semilinear space, a set of linearly independent generators is called the basis of $V_{n}$.

Obviously, $V_{n}$ is a semilinear space with a basis $\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}$, where
$\mathbf{e}_{1}=(1,0, \cdots, 0)^{T}, \mathbf{e}_{2}=(0,1, \cdots, 0)^{T}, \cdots, \mathbf{e}_{n}=(0,0, \cdots, 1)^{T}$.
Note that in [6], we call $\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots \mathbf{e}_{n}$ is the standard basis of semilinear space.

Different from the linear space, in general, the cardinality of basis is not unique.

Let $M_{m \times n}(L)$ be the set of all $m \times n$ matrices over a semiring $<L,+, \cdot, 0,1>$. In particular, let for $M_{n}(L)=M_{n \times n}(L)$. Given $A=\left(a_{i j}\right)_{m \times n}, B=\left(b_{i j}\right)_{m \times n} \in$ $M_{m \times n}(L)$ and $C=\left(c_{i j}\right)_{n \times l} \in M_{n \times l}(L)$, we define that $A+B=\left(a_{i j}+b_{i j}\right)_{m \times n}$, $A C=\left(\sum_{k=1}^{n} a_{i k} \cdot c_{k j}\right)_{m \times l}, \lambda A=\left(\lambda a_{i j}\right)_{m \times n}, \forall \lambda \in L$.

Definition 2.7 ${ }^{[3]}$ If each basis of an L-semilinear space $V_{n}$ has the same number of elements, then we call the number of the vectors in each basis a dimension of $V_{n}$, in symbols $\operatorname{dim}\left(V_{n}\right)$.

Definition 2.8 $\mathbf{8}^{[7]} \quad A$ matrix $A \in M_{n}(L)$ is called right(left) invertible if there is a matrix $B \in M_{n}(L)$ such that $A B=I_{n}\left(B A=I_{n}\right)$. If the matrix $A$ s not only left invertible but also right invertible, then we call $A$ is invertible.

Definition 2.9 ${ }^{[8]}$ If $A \in M_{n}(L), \sigma=\left(\begin{array}{cccc}1 & 2 & \cdots & n \\ j_{1} & j_{2} & \cdots & j_{n}\end{array}\right)$,
then define the positive and negative determinants as $|A|^{+}=\sum_{\sigma=\text { even }} a_{1, j_{1}} a_{2, j_{2}}$. $\cdots a_{n, j_{n}}$ and $|A|^{-}=\sum_{\sigma=o d d} a_{1, j_{1}} a_{2, j_{2}} \cdots a_{n, j_{n}}$. We note that the permanent of $A$ is given by $\operatorname{per}(A)=|A|^{+}+|A|^{-}$and the determinant of $A$ is given by $\operatorname{det}(A)=|A|^{+}-|A|^{-}$.

Definition 2.10 ${ }^{[4]}$ Let $V_{n}$ be a semilinear space on semirings, $\mathbf{x}=\left(x_{1}, x_{2}, \cdot\right.$. $\left.\cdot, x_{n}\right)^{T}, \mathbf{y}=\left(y_{1}, y_{2}, \cdots, y_{n}\right)^{T}$, defined $(\mathbf{x}, \mathbf{y})=x_{1} y_{1}+x_{2} y_{2}+\cdots+x_{n} y_{n}$ is the inner product of $\mathbf{x}$ and $\mathbf{y}$.

Definition 2.11 ${ }^{[7]}$ Let $\mathbf{x}$ and $\mathbf{y}$ be the two vectors of the semilinear space if $(\mathbf{x}, \mathbf{y})=0$, then $\mathbf{x}$ and $\mathbf{y}$ are orthogonal to each other.

Definition 2.12 ${ }^{[7]}$ Let $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}\right\}$ be the basis of the semilinear space $V_{n}$, if $\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}$ are all orthogonal to each other, then $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}\right\}$ is the orthogonal basis of $V_{n}$.

Let $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}\right\}$ and $\left\{\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{m}\right\}$ be the two bases of $V_{n}$, and each element of $\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}$ is linear combination of $\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{m}$, namely

$$
\left\{\begin{array}{l}
\mathbf{x}_{1}=a_{11} \mathbf{y}_{1}+a_{12} \mathbf{y}_{2}+\cdots+a_{1 m} \mathbf{y}_{m} \\
\mathbf{x}_{2}=a_{21} \mathbf{y}_{1}+a_{22} \mathbf{y}_{2}+\cdots+a_{2 m} \mathbf{y}_{m} \\
\cdots \\
\mathbf{x}_{n}=a_{n 1} \mathbf{y}_{1}+a_{n 2} \mathbf{y}_{2}+\cdots+a_{n m} \mathbf{y}_{m}
\end{array}\right.
$$

or $\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}\right)=\left(\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{m}\right) A, A=\left(a_{i j}\right)_{m \times n} \in M_{m \times n}(L)$, then matrix $A$ is called a transition matrix from $\left\{\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{m}\right\}$ to $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}\right\}$, The rank of matrix $A \in M_{m \times n}(L)$ is $k$ if there exist $B \in M_{m \times k}(L)$ and $C \in M_{k \times n}(L)$
such that $A=B C$ and $k$ is the least positive integer. Then we have $f(A)=k$ in symbols.

Note that if $A \in M_{n}(L)$, then $f(A) \leq n$.
Definition 2.13 ${ }^{[7]}$ A transformation $\varphi$ on semilinear space $V_{n}$ is called semilinear transformation, if for any vector $\mathbf{x}, \mathbf{y} \in V_{n}, k \in L$, we have $\varphi(\mathbf{x}+\mathbf{y})=$ $\varphi(\mathbf{x})+\varphi(\mathbf{y}), \varphi(k \mathbf{x})=k \varphi(\mathbf{x})$.

Let $\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}$ be a set of vectors of semilinear space $V_{n}, \varphi$ is a semilinear transformation of $V_{n}$, then if

$$
\left\{\begin{array}{l}
\varphi\left(\mathbf{x}_{1}\right)=a_{11} \mathbf{x}_{1}+a_{12} \mathbf{x}_{2}+\cdots+a_{1 n} \mathbf{x}_{n} \\
\varphi\left(\mathbf{x}_{2}\right)=a_{21} \mathbf{x}_{1}+a_{22} \mathbf{x}_{2}+\cdots+a_{2 n} \mathbf{x}_{n} \\
\cdots \\
\varphi\left(\mathbf{x}_{n}\right)=a_{n 1} \mathbf{x}_{1}+a_{n 2} \mathbf{x}_{2}+\cdots+a_{n n} \mathbf{x}_{n}
\end{array}\right.
$$

or $\varphi\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}\right)=\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{m}\right) A, A=\left(a_{i j}\right)_{m \times n} \in M_{m \times n}(L)$,then we call $A$ is the matrix of transformation $\varphi$ on $\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}$.

Definition 2.14 ${ }^{[7]}$ Let $L$ be a commutative semiring and $A, B \in M_{n}(L)$, $A$ is similar to $B$ if there is an invertible matrix $X \in M_{n}(L)$ such that $A=X^{-1} B X$.

## 3 Main Results

These are the main results of the paper.
Lemma 3.1 ${ }^{[9]}$ Let $L$ be a commutative semiring and $A, B \in M_{n}(L)$, if $A B=$ $I_{n}$, then $B A=I_{n}$.

Lemma 3.2 ${ }^{[7]}$ Let $V_{n}$ be a semilinear space, then $\operatorname{dim}\left(V_{n}\right)=n$ if and only if every vector of $V_{n}$ can be uniquely represented by a linear combination of standard orthogonal basis.

Theorem 3.1 Let $L$ be a commutative semiring and $A_{1}, A_{2}, \cdots, A_{n} \in M_{n}(L)$, if $A_{1} A_{2} \cdots A_{n}=I_{n}$, then $A_{1}, A_{2}, \cdots, A_{n}$ are invertible matrices.

Proof. Since $A_{1} A_{2} \cdots A_{n}=I_{n}, A_{1}$ is invertible.
By Lemma 1, we have $A_{1} A_{2} \cdots A_{n}=A_{2} \cdots A_{n} A_{1}=I_{n}$, then $A_{2}$ is invertible.
Similarly, $A_{3}, A_{4}, \cdots, A_{n}$ are invertible matrices.
Note that $A_{1} A_{2} \cdots A_{n}=A_{2} \cdots A_{n} A_{1}=\cdots=A_{n} A_{1} \cdots A_{n-1}=I_{n}$.
Theorem 3.2 Let $V_{n}$ be a semilinear space and $\operatorname{dim}\left(V_{n}\right)=n$. If $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdot\right.$. $\left.\cdot, \boldsymbol{\alpha}_{n}\right\}$ is the basis of semilinear space $V_{n}$, then every vector of $V_{n}$ can be uniquely represented by a linear combination of $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$

Proof. Let $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right\}$ be standard orthogonal basis of semilinear space $V_{n}$.

Since $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right\}$ is the basis of $V_{n}$, there is a matrix $A=\left(a_{i j}\right) \in M_{n}(L)$ such that $\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right)=\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right) A$.

From Lemma 2, we know that $A$ is unique and invertible.
For all $\boldsymbol{\alpha} \in V_{n}$, there exists elements $k_{1}, k_{2}, \cdots, k_{n} \in L$ such that
$\boldsymbol{\alpha}=\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right)\left(k_{1}, k_{2}, \cdots, k_{n}\right)^{T}$.
Then we have $\boldsymbol{\alpha}=\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right)\left(k_{1}, k_{2}, \cdots, k_{n}\right)^{T}=\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right) A\left(k_{1}, k_{2}, \cdot\right.$ $\left.\cdot, k_{n}\right)^{T}$.

Therefore, every vector of $V_{n}$ can be uniquely represented by a linear combination of $\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}$.

Corollary Let $V_{n}$ be a semilinear space and $\operatorname{dim}\left(V_{n}\right)=n$. If $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right\}$ and $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{n}\right\}$ are the bases of $V_{n}$, then $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right\}$ and $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{n}\right\}$ are equivalent.

Theorem 3.3 Let $V_{n}$ be a semilinear space and $\operatorname{dim}\left(V_{n}\right)=n$. If $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdot\right.$. $\left.\cdot, \boldsymbol{\alpha}_{n}\right\}$ and $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{n}\right\}$ are the bases of $V_{n}$ and $A=\left(a_{i j}\right) \in M_{n}(L)$ such that $\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right)=\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{n}\right) A$, then $A$ is invertible.

Proof. Let $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right\}$ be standard orthogonal basis of semilinear space $V_{n}$.

Since $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right\}$ and $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{n}\right\}$ are the bases of $V_{n}$, there are matrices $B, C \in M_{n}(L)$ such that
$\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right)=\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right) B$ and $\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{n}\right)=\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right) C$.
Then we have
$\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right)=\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{n}\right) B=\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{n}\right) A B=\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \cdots, \mathbf{e}_{n}\right) C A B$.
From Theorem 1, we know that $A$ is invertible.
Theorem 3.4 Let $L$ be a commutative semiring and $A \in M_{n}(L)$, if $A$ is invertible, then $f(A)=n$.

Proof. Since $A$ is invertible, there exists matrix $B \in M_{n}(L)$ such that $A B=I_{n}$.

Assume that $k \leq n$, then there exists matrix $C \in M_{n \times k}(L)$ and $D \in$ $M_{k \times n}(L)$ such that $A=C D$.

Therefore, $C D B=I_{n}$.
If $k<n$, we add $n-k$ columns $\mathbf{0}$ to $C$ and add $n-k$ rows $\mathbf{0}$ to $D B$. Then we have $\left(\begin{array}{ll}C & \mathbf{0}\end{array}\right)\binom{D B}{\mathbf{0}}=I_{n}$.

From Definition 8 and Lemma 2, both $\left(\begin{array}{ll}C & \mathbf{0}\end{array}\right)$ and $\binom{D B}{\mathbf{0}}$ are invertible matrices and $\left(\begin{array}{ll}C & \mathbf{0}\end{array}\right)\binom{D B}{\mathbf{0}}=I_{n}$.

On the other hand, we know that $\left(\begin{array}{ll}C & \mathbf{0}\end{array}\right)\binom{D B}{\mathbf{0}}=\left(\begin{array}{cc}D B C & \mathbf{0} \\ \mathbf{0} & \mathbf{0}\end{array}\right) \neq I_{n}$.
Therefore, $k=n$.
Consequently, $f(A)=n$.
Lemma 3.3 ${ }^{[9]}$ Let $A \in M_{n}(L)$.If $A$ is invertible, then the column vectors of $A$ are linearly independent.

Theorem 3.5 Let $V_{n}$ be a semilinear space, $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{m}\right\}$ is the basis of $V_{n}$. If there is $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right\}$ and a matrix $A$, such that $\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right) A=$ $\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{m}\right)$ and $f(A)=n$, then $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right\}$ is a basis of $V_{n}$.

Proof. $f(A)=n$ and there is $B \in M_{r \times n}(L)$ and $C \in M_{n \times m}(L)$, s.t. $A=B C$.

$$
\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right) A=\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right) B C=\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{m}\right)
$$

Let $\boldsymbol{\gamma}_{l}=\sum_{j=1}^{r} b_{j l} \boldsymbol{\beta}_{j}, l \in 1,2, \cdots, n,\left\{\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \cdots, \boldsymbol{e}_{m}\right\}$ is the standard basis of $V_{n}$. Since $\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{m}\right)=\left(\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \cdots, \boldsymbol{\gamma}_{n}\right) C,\left\{\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \cdots, \boldsymbol{\gamma}_{n}\right\}$ is a set of generators of $V_{n}$.

Therefore, $\boldsymbol{e}_{i}$ can be represented by a linear combination of $\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}$, $i=1,2, \cdots, n . I_{n}=\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}\right)\left(\begin{array}{ccc}\lambda_{11} & \cdots & \lambda_{1 n} \\ \vdots & \ddots & \vdots \\ \lambda_{n 1} & \cdots & \lambda_{n n}\end{array}\right)$, then $\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}\right)$ is right invertible.

From Lemma 1 we know that $\left(\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}\right)$ is invertible. According to Lemma $3,\left\{\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \cdots, \boldsymbol{\gamma}_{n}\right\}$ is a basis of $V_{n} .\left(\boldsymbol{\gamma}_{1}, \boldsymbol{\gamma}_{2}, \cdots, \boldsymbol{\gamma}_{n}\right)=\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right) B$, then $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right\}$ is a set of generators of $V_{n}$.

In the same way, $I_{n}=\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right)\left(\begin{array}{ccc}\lambda_{11} & \cdots & \lambda_{1 n} \\ \vdots & \ddots & \vdots \\ \lambda_{r 1} & \cdots & \lambda_{r n}\end{array}\right)$, then $\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots\right.$ $\left.\cdot, \boldsymbol{\beta}_{r}\right)$ is right invertible. From Lemma 1 we know that $\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right)$ is invertible. According to Lemma $3,\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right\}$ is a basis of $V_{n}$.

Corollary Let $V_{n}$ be a semilinear space, $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{m}\right\}$ is the basis of $V_{n}$. If there are $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right\}$ and a matrix $A$, such that $\left(\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right) A=$ $\left(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{m}\right)$ and $A$ is invertible, then $\left\{\boldsymbol{\beta}_{1}, \boldsymbol{\beta}_{2}, \cdots, \boldsymbol{\beta}_{r}\right\}$ is a basis of $V_{n}$.

Theorem 3.6 Suppose $A=\left(a_{i j}\right) \in M_{m \times n}(L)$ and $B=\left(b_{i j}\right) \in M_{n \times s}(L)$, then $f(A B) \leq \min \{f(A), f(B)\}$.

Proof. Let $f(A B)=k, f(A)=a$ and $f(B)=b$. Then $A=A_{1} A_{2}$ with $A_{1}=\left(a_{i j}^{1}\right) \in M_{m \times a}(L), A_{2}=\left(a_{i j}^{2}\right) \in M_{a \times n}(L) . B=B_{1} B_{2}$ with $B_{1}=\left(b_{i j}^{1}\right) \in$ $M_{n \times b}(L), B_{2}=\left(b_{i j}^{2}\right) \in M_{b \times s}(L)$.

Then $A B=A_{1} A_{2} B_{1} B_{2}=C B_{2}=A_{1} D$, with $C=\left(c_{i j}\right) \in M_{m \times b}(L)$, $B_{2}=\left(b_{i j}^{2}\right) \in M_{b \times s}(L), A_{1}=\left(a_{i j}^{1}\right) \in M_{m \times a}(L)$ and $D=\left(d_{i j}\right) \in M_{a \times s}(L)$. From Definition $13, k \leq b$ and $k \leq a$. Therefore, $f(A B) \leq \min \{f(A), f(B)\}$.

Theorem $3.7 \varphi$ is a semilinear transformation on semilinear space $V_{n}$ and $\varphi^{-1}(\boldsymbol{O})=\boldsymbol{O}$, then $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{l}\right\}$ is linearly independent if and only if $\left\{\varphi\left(\boldsymbol{\alpha}_{1}\right), \varphi\left(\boldsymbol{\alpha}_{2}\right), \cdots, \varphi\left(\boldsymbol{\alpha}_{l}\right)\right\}$ is linearly independent.

Proof. $(\Rightarrow)$ Let $k_{1} \varphi\left(\boldsymbol{\alpha}_{1}\right)+k_{2} \varphi\left(\boldsymbol{\alpha}_{2}\right)+\cdots+k_{l} \varphi\left(\boldsymbol{\alpha}_{l}\right)=\mathbf{0}$. Then from Definition 13, we have $\varphi\left(k_{1} \boldsymbol{\alpha}_{1}+k_{2} \boldsymbol{\alpha}_{2}+\cdots+k_{l} \boldsymbol{\alpha}_{l}\right)=0$.

Since $\varphi^{-1}(\mathbf{0})=\mathbf{0}, k_{1} \boldsymbol{\alpha}_{1}+k_{2} \boldsymbol{\alpha}_{2}+\cdots+k_{l} \boldsymbol{\alpha}_{l}=\mathbf{0}$.
Since $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{l}\right\}$ is linearly independent, $k_{1}=k_{2}=\cdots=k_{l}=0$. Then we have $\left\{\varphi\left(\boldsymbol{\alpha}_{1}\right), \varphi\left(\boldsymbol{\alpha}_{2}\right), \cdots, \varphi\left(\boldsymbol{\alpha}_{l}\right)\right\}$ is linearly independent.
$(\Leftarrow)$ Let $k_{1} \boldsymbol{\alpha}_{1}+k_{2} \boldsymbol{\alpha}_{2}+\cdots+k_{l} \boldsymbol{\alpha}_{l}=\mathbf{0}$, then $\varphi\left(k_{1} \boldsymbol{\alpha}_{1}+k_{2} \boldsymbol{\alpha}_{2}+\cdots+k_{l} \boldsymbol{\alpha}_{l}\right)=$ $k_{1} \varphi\left(\boldsymbol{\alpha}_{1}\right)+k_{2} \varphi\left(\boldsymbol{\alpha}_{2}\right)+\cdots+k_{l} \varphi\left(\boldsymbol{\alpha}_{l}\right)=\mathbf{0}$.

Since $\left\{\varphi\left(\boldsymbol{\alpha}_{1}\right), \varphi\left(\boldsymbol{\alpha}_{2}\right), \cdots, \varphi\left(\boldsymbol{\alpha}_{l}\right)\right\}$ is linearly independent, we have $k_{1}=k_{2}=$ $\cdots=k_{l}=0$. Therefore, $\left\{\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \cdots, \boldsymbol{\alpha}_{l}\right\}$ is linearly independent.

Lemma 3.4 ${ }^{[8]}$ If $A \in M_{n}(L)$ and $A$ has a zero row or column, then $|A|^{+}=$ $|A|^{-}=0$.

Lemma 3.5 ${ }^{[8]}$ If $A \in M_{n}(L),|A|^{+}=\left|A^{T}\right|^{+}$and $|A|^{-}=\left|A^{T}\right|^{-}$.
Lemma 3.6 ${ }^{[8]}$ If $A \in M_{n}(L)$ and suppose that $B$ is obtained from $A$ by interchanging two rows (columns), then $|A|^{+}=|B|^{-}$and $\left.A\right|^{-}=|B|^{+}$.

Lemma 3.7 $7^{[8]}$ If $A \in M_{n}(L)$ and $A$ has two equal rows (columns), then $|A|^{+}=|A|^{-}$.

Lemma 3.8 ${ }^{[8]} \quad$ Suppose $A=\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \cdots, \boldsymbol{a}_{n}\right)$,
(i) If $B=\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{r-1}, \gamma \boldsymbol{a}_{r}, \boldsymbol{a}_{r+1}, \cdots, \boldsymbol{a}_{n}\right)$, then $|B|^{ \pm}=\gamma|A|^{ \pm}$.
(ii) If $C=\left(\begin{array}{c}\boldsymbol{a}_{1}^{T} \\ \vdots \\ \gamma \boldsymbol{a}_{r}^{T} \\ \vdots \\ \boldsymbol{a}_{n}^{T}\end{array}\right)$, then $|C|^{ \pm}=\gamma|A|^{ \pm}$.

Lemma 3.9 ${ }^{[8]}$ If $A=\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \cdots, \boldsymbol{a}_{n}\right)$ and $\boldsymbol{a}_{k}=\boldsymbol{b}_{k}+\boldsymbol{c}_{k}, k=1, \cdots, n$, then $|A|^{ \pm}=\left|\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{b}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right|^{ \pm}+\left|\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{c}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right|^{ \pm}$.

Lemma 3.10 ${ }^{[8]}$ If $M=\left(\begin{array}{cc}A & \mathbf{C} \\ \mathbf{0} & \mathbf{D}\end{array}\right)$, then
(i) $|M|^{+}=|A|^{+}|D|^{+}+|A|^{-}|D|^{-}$,
(ii) $|M|^{-}=|A|^{+}|D|^{-}+|A|^{-}|D|^{+}$.

Lemma 3.11 ${ }^{[8]}$ If $A, B \in M_{n}(L)$, then $|A B|^{+}+|A|^{+}|B|^{-}+|A|^{-}|B|^{+}=$
$|A B|^{-}+|A|^{+}|B|^{+}+|A|^{-}|B|^{-}$.
Theorem 3.8 If $A$ is invertible, then $\operatorname{per}(A)=0$ if and only if $|A|^{+}\left|A^{-1}\right|=$ $\frac{1}{2}$.

Proof. $\quad(\Rightarrow)$ From Lemma 11, let B be $A^{-1}$, then we have

$$
1+|A|^{+}\left|A^{-1}\right|^{-}-|A|^{+}\left|A^{-1}\right|^{+}=|A|^{-}\left|A^{-1}\right|^{-}-|A|^{-}\left|A^{-1}\right|^{+}
$$

that is $1+|A|^{+}\left(\left|A^{-1}\right|^{-}-\left|A^{-1}\right|^{+}\right)=|A|^{-}\left(\left|A^{-1}\right|^{-}-\left|A^{-1}\right|^{+}\right)$,
so $\left(|A|^{-}-|A|^{+}\right)\left(\left|A^{-1}\right|^{-}-\left|A^{-1}\right|^{+}\right)=1$.
Since $\operatorname{per}(A)=0$ if and only if $|A|^{+}=-|A|^{-}$, that is $|A|^{+}\left(\left|A^{-1}\right|^{+}-\right.$ $\left.\left|A^{-1}\right|^{-}\right)=\frac{1}{2}$. So $|A|^{+}\left|A^{-1}\right|=\frac{1}{2}$.
$(\Leftarrow)$ By contrary, if $|A|^{+}\left|A^{-1}\right|=\frac{1}{2}$, then $|A|^{+}=-|A|^{-}$.
And we have $\operatorname{per}(A)=0$.
Theorem 3.9 If $A \in M_{n}(L)$, then $\operatorname{per}(A)=\operatorname{per}\left(A^{T}\right)$.
Proof. $\quad \operatorname{per}(A)=|A|^{+}+|A|^{-}$and $\operatorname{per}\left(A^{T}\right)=\left|A^{T}\right|^{+}+\left|A^{T}\right|^{-}$.
From Lemma 5 we know $|A|^{+}+|A|^{-}=\left|A^{T}\right|^{+}+\left|A^{T}\right|^{-}$, so $\operatorname{per}(A)=\operatorname{per}\left(A^{T}\right)$.

Theorem 3.10 If $A, B \in M_{n}(L)$ and $B$ is obtained from $A$ by interchanging two rows (columns), then $\operatorname{per}(A)=\operatorname{per}(B)$.

Proof. Since $\operatorname{per}(A)=|A|^{+}+|A|^{-}$and $\operatorname{per}(B)=|B|^{+}+|B|^{-}$,
we know $|B|^{+}=|A|^{-}$and $|B|^{-}=|A|^{+}$from Lemma 6. So $\operatorname{per}(A)=$ $\operatorname{per}(B)$.

Theorem 3.11 Suppose $A=\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \cdots, \boldsymbol{a}_{n}\right)$,
(i)If $B=\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{r-1}, \gamma \boldsymbol{a}_{r}, \boldsymbol{a}_{r+1}, \cdots, \boldsymbol{a}_{n}\right)$, then $\operatorname{per}(B)=\gamma \operatorname{per}(A)$.
(ii) If $C=\left(\begin{array}{c}\boldsymbol{a}_{1}^{T} \\ \vdots \\ \gamma \boldsymbol{a}_{r}^{T} \\ \vdots \\ \boldsymbol{a}_{n}^{T}\end{array}\right)$, then $\operatorname{per}(C)=\gamma \operatorname{per}(A)$.

Proof. (i)From Lemma 8, we know $|B|^{+}=\gamma|A|^{+}$and $|B|^{-}=\gamma|A|^{-}$, then $\operatorname{per}(B)=|B|^{+}+|B|^{-}=\gamma \operatorname{per}(A)$.
(ii)In a similar way, from Lemma 8 we have $\operatorname{per}(C)=\gamma \operatorname{per}(A)$.

Theorem 3.12 If $A=\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \cdots, \boldsymbol{a}_{n}\right)$, and $\boldsymbol{a}_{k}=\boldsymbol{b}_{k}+\boldsymbol{c}_{k}, k=1, \cdots, n$, then $\operatorname{per}(A)=\operatorname{per}\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{b}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right)+\operatorname{per}\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{c}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right)$.

Proof. From Lemma 4 we know that $|A|^{+}=\mid \boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{b}_{k}, \boldsymbol{a}_{k+1}, \cdots$ $\cdot,\left.\boldsymbol{a}_{n}\right|^{+}+\left|\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{c}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right|^{+}$,
$|A|^{-}=\left|\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{b}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right|^{-}+\left|\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{c}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right|^{-}$.
Then we have $\operatorname{per}(A)=\operatorname{per}\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{k-1}, \boldsymbol{b}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right)+\operatorname{per}\left(\boldsymbol{a}_{1}, \cdots\right.$ $\left.\cdot, \boldsymbol{a}_{k-1}, \boldsymbol{c}_{k}, \boldsymbol{a}_{k+1}, \cdots, \boldsymbol{a}_{n}\right)$.

Note that (i)If $A=\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{i}, \cdots, \boldsymbol{a}_{j}, \cdots, \boldsymbol{a}_{n}\right), B=\left(\boldsymbol{a}_{1}, \cdots, \boldsymbol{a}_{i}, \cdots, \boldsymbol{a}_{j}+\right.$ $\left.k \boldsymbol{a}_{i}, \cdots, \boldsymbol{a}_{n}\right), k \in R$, then different from $\operatorname{det}(A)=\operatorname{det}(B) \cdot \operatorname{per}(A) \neq \operatorname{per}(B)$.
(ii) A has two equal rows (columns), then $\operatorname{per}(A)=|A|^{+}+|A|^{-}=2|A|^{+}$.

Theorem 3.13 If $M=\left(\begin{array}{cc}A & \mathbf{C} \\ \mathbf{0} & \mathbf{D}\end{array}\right)$, then $\operatorname{per}(M)=\operatorname{per}(A) \operatorname{per}(D)$.
Proof. From Lemma 10 we know that
$\operatorname{per}(M)=|M|^{+}+|M|^{-}=|A|^{+}|D|^{+}+|A|^{-}|D|^{-}+|A|^{+}|D|^{-}+|A|^{-}|D|^{+}$,
that is
$\operatorname{per}(M)=|A|^{+}\left(|D|^{+}+|D|^{-}\right)+|A|^{-}\left(|D|^{+}+|D|^{-}\right)=\operatorname{per}(D)\left(|A|^{+}+|A|^{-}\right)=$ $\operatorname{per}(A) \operatorname{per}(D)$,
then we have $\operatorname{per}(M)=\operatorname{per}(A) \operatorname{per}(D)$.
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