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Abstract

Fire loss data usually has the characters of leptokurtic and fat tail,
and it is fitted well by the mixture models. In his paper, we construct
mixture of Burr and log-normal distributions. Some related statisti-
cal properties are investigated including the analytical expressions for
the hazard function, each order moment and the mean deviation. The
parameters are estimated via EM algorithm. We illustrate an applica-
tion to the Chinese fire loss data. The parameter estimation and model
checking of simulation data are given using the R language. Finally, we
investigate risk measures VaR and TVaR, the theoretical values and
empirical values are compared. The results show that the mixture of
Burr and log-normal model gives better fit.
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1 Introduction

Insurance payments data in actuarial industries are typically highly positively
skewed and distributed with a larger upper tail. It is an interesting topic
to model insurance loss data with a heavy tailed distribution. Several heavy
tailed models have been discussed in the literature including the Pareto, log-
normal, Weibull, gamma and Inverse Gaussian distribution. However, these
classical simple models based on single parametric distributions do not provide
a reasonable fit for many applications.
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Recently, many researchers investigate the flexible finite mixture approach
for modeling insurance losses using suitable parametric distributions. The con-
cept of finite mixture distribution was pioneered by Newcomb [1] as a model
for outliers. Lee and Lin [2] proposed modeling and evaluating insurance losses
via mixtures of Erlang distributions using the EM algorithm for estimation.
Verbelen et al. [3] generalized the mixture method in literature [2] and used
the mixture distribution to simulate the censoring data and truncating data.
Miljkovic and Grn [4] developed six models with components from parametric,
non-Gaussian families of distributions previously used in actuarial modeling:
Burr, Gamma, Inverse Burr, Inverse Gaussian, Log-normal, and Weibull. It
is showed that the mixture models provide the best fitting for modeling Dan-
ish Fire insurance losses. Ghosh et al. [5] considered a finite mixture of two
absolutely continuous distribution, a two parameter Weibull distribution and
a three parameter Pareto (IV) distribution. Hyppolite [6] presented nine al-
ternative mixture models that may be of interest for making inference from
available economic panel data sets.

In this paper we consider a finite mixture of Burr and log-normal distribu-
tions and the relevant statistical properties of the model are investigated. The
rest of this paper is structured as follows. In Section 2, we give the mixture
model and study the distributional properties including the hazard function,
moments and deviation. In Section 3, we estimate the model parameters and
provide the application of the mixture of Burr and log-normal distribution to
a real data sets in Section 4.

2 The mixture of Burr and log-normal distri-
butions

Assume that fi(x) is the probability density function (pdf) of Burr distribution
with
T

filz) = ay (%)7 {x [1 + (Eﬂaﬂ}_l 2>0,a>0,7>0,6>0 (1)

where « and v are the shape parameters and 6 is the scale parameter. On the
other hand, let fs(z) be the pdf of the log-normal distribution with

o) = —— exp (—M) >0, (@)
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Similar to [5], we consider the following model

f(x) =pfi(z) + (1 = p)fa(2), (3)
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where fi(x) and f5(z) are densities defined by (1) and (2), respectively. Clearly,
p and 1 — p are mixture weights.

The pdf in (3) is called the mixture of Burr and log-normal (hereafter
MBLN in short) distribution. There are six parameters in the MBLN distri-
bution. Figure (1) depicts the pdf of MBLN distribution varying with the
parameter p, other parameter values in the figure are a = 2,7 = 2,60 =
2,0 = 0.1, = —0.1, respectively. Figure (2) depicts the pdf of MBLN dis-
tribution about the parameter «, other parameter values in the figure are
vy=2,0=2,0=0.1,u=—0.1,p=0.5. Similarly, we can give the graphs for
the pdf changing on other parameters.
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Figure 1: Density curves with dif- Figure 2: Density curves with dif-
ferent p. ferent a.

In what follows, we give some structure properties for MBLN distribution.
Let F(z) be the corresponding distribution function of MBLN distribution.
According to equations (1)-(3), the associated hazard function is

e R )

On the other hand, suppose that a random variable X follows the mixture
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distribution defined in equation (3). For any k > 1, we have

E(X*) =p /;oo oy (%)7 {x 1+ (%ﬂ aﬂ}l dz

i 1 (logz — u)Q)
+ ]. — Ik ex —_—— de
(1-p) 0 2mrox P ( 202

=pJi + (1 = p)Js, (4)

where

2 2
leaﬁkB(E%—l,a—E),ngexp(l{ﬂ+kU )
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and the Beta function B(a,b) is defined as

1
B(a,b)—/ (1 —t)* 1 dt.
0

Specially, let £ = 1 in (4), we obtain the mean of X as

1 1 o? 1
EX)=paB|—-+1l,a—— )+ (1—plexp|p+— ], a>—.
gl gl 2 ¥

Similarly, we can get explicit expressions for other order moments. In terms
of these expressions, the formulae for skewness and kurtosis can be obtained
directly.

The deviation from the mean can be used to measure the dispersion for the
random variable. After some algebras, it leads to

D(U) = E|X — EXl = U(Kl — KQ) — K3 + K4,

where
Ki=p=p[1+(5)] +0-n0 (logi_”> ,
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3 Parameter estimation

In this section, we discuss the parameter estimation for the MBLN distribution.
Let X1, X5, -+, X, be a random sample of size n drawn from the density in
(3). Let 6, = (8,7v) and 0 = (6, , 0) represent the parameters of fi(z) and
fa(x) respectively. Given a list of observations (z1,z3 - 2,,), let 8 = (p, 01, 02)
represent the complete parameter to be estimated. For clarity, we write fi(x)
as fi(x|6h), and fa(x) as fo(z|02).

We use EM algorithm to estimate parameters given in [5]. Considering
ui(=0,1),i = 1,2,--- ,n as missing value with i"* observation z; drawn from
fi(x|6y) if u; =1, and fo(x) as fo(z|s) if u; = 0. Then the likelihood function
is given by

Lo(0) = [0 (16211 = p) folaald)

i=1

Denoting #*) as the k' iterative solution, the E-step is given by

Ellog L.(0)|z, 0] = ZE uilx, ok logf1 (x;]61) —1—2 1 — ul|x ok )}

*10gf2($i|92)+ZE(ui\$,9 10gp+z [1— E (ui]z,0%)] log(1 — p),

i=1
where

P8 fy (a:]0®) _ W
K) f1 (5] 0R)) + (1 — p®)) fo (a5]0%)) —he

E (ui\x,G(k)) =3

Now following the M-step, take the derivatives of the solution E[log L.(8)|z, 6]
with respect to the parameter p, 5,7, d, a, 0 and set them equal to 0, then we
get the parameter estimate of the k + 1%

p*y pr), (5)
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Z?:l pz(k)
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(9)

p= (10)

To solve (5)-(10), we consider the following steps:

Step 1: Generate a random sample of size n drawn from the MBLN distri-
bution.

Step 2: Given the initial value 6 = (pl9, 3@ ) §0) O 50)),

Step 3: The initial values in the second step are respectlvely substituted
into the iterative formula (5)-(10) to obtain #().

Step 4: Repeat the above steps until the iterative equation converges.

4 The empirical analysis

In this section, we use Chinese fire loss data for empirical analysis. The data
recorded the fire insurance claims in China from 1999 to 2012 (in tens of

millions CNY). The related summary statistics of the loss data are shown in
Table (1).

Table 1: Descriptive statistic for Chinese fire data.

Statistic Statistic value
minimum 0.2377
maximum 32.3631

mean 5.0829
standard deviation 4.1711
skewness 2.0311
kurtosis 6.8343

1/4 quantile 2.3648

3/4 quantile 6.7646

The maximum likelihood estimates, the loglikelihood value, the Akaike
information criterion (AIC) for the selected distributions are reported in Ta-
bles 2. The selected distributions are Exponentiated Exponential distribu-
tion, Weibull distribution, log-normal distribution, Pareto (IV) distribution,
MEEP(IV) distribution, MWP (IV) distribution and MBLN distribution. The
fitting effect for MBLN distribution is depicted in figure (3).
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Figure 3: Comparison of mixture model and histogram for China fire losses.

Based on the NLL and AIC values, we see that the mixture models give the
better fit than single models. It is clearly evident that the MBLN distribution
as a more desirable distribution for the given data.

In recent years, VaR (value-at-risk) and TVaR (tail-value-at-risk) have
been investigated deeply in financial and insurance fields. According to Klug-
man et al. [7], if m, represents the 100p quantile of random variable X, then
VaR,(X) is equivalent to m, and satisfies

P(X >m,)=1—p.

In the case of mixture models, VaR,(X) does not have a closed form solution
and requires a numerical solution of the following equation

FX(WP) =D

which can be done in R using the function uniroot() from the base package
stats.
The risk measure TVaR,(X) can be solved by the following equation

:OO zf(x)dx :OO xf(x)dx
TVaR,(X) = B(X|X > m,) = flp_ T = L e

Since the conditional expectation is linear, the TV aR,(X) of the mixture
distribution can be obtained by calculating the corresponding value of each
component.

Table (3) presents the theoretical and empirical estimations for three mix-
ture models at 99% significance level. It can be seen that for MBLN mixture
distribution, the relative difference between the empirical value of VaR,(X)
and TV aR,(X) is the smallest, which indicates that the risk of using MBLN
mixture model to simulate the given fire loss data is the lowest.
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Table 2: Parameter estimates for different models.

Distribution Parameter estimates NLL AIC BIC
Exponentiated B = 1.64760 1115.194 2234.389 2242.534
Exponential 4 = 0.26563
‘Weibull B = 1.29056 1118.138 2240.276 2248.422
4 =5.51113
log-norma a=1.27773 1133.615 2271.23  2279.376
o = 0.91883
Pareto(IV) & = 4.95550 1114.509 2235.018 2241.164
§ = 0.67937
o = 14.69751
MEEP(IV) p = 0.9508 1106.356 2224.711 2224.858
a = 2267
5 =0.1845
o = 2.148
5 =2.039
4 = 0.2852
MWP(IV) p = 0.91462 1104.08 2220.161 2220.306
a = 1.96885
5 = 0.49763
0 = 6.94338
B = 3.16543
4 = 0.66199
MBLN p = 0.15974 1102.338 2216.675 2216.822
a =0.31125
4 = 4.84594
6 = 0.45712
o =0.63771
i = 1.55965

Table 3: Chinese Fire losses: Summary of risk measures.

Empirical estimates VaR(0.99) TVaR(0.99)

20.36 24.92
mixture models VaR(0.99) TVaR(0.99)
MWP(IV) 36.59 190.95
MEEP(IV) 33.62 195.04
MBLN 25.83 101.14
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