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Abstract

This paper addresses a single-machine scheduling problem with simultaneous
consideration of due date assignment and convex resource-dependent processing
times under a group technology environment. The jobs of customers are
classified into groups according to their production similarities in advance. The
goal is to find the job schedule and the due date for each group that minimizes a
cost function that includes the earliness, tardiness, due date assignment and
resource alloction. The structual properties of the problem is studied and an
important sepecial case is addressed.
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1 Introduction

Meeting due dates is an important objective of scheduling. Delivery date
quotation by a supplier corresponds to due-date assignment and orders are
referred to as jobs in scheduling. We mainly use the scheduling terminology
following past researchers who have studied related problems. While traditional
scheduling models consider due dates as externally given, in the modern flexible
and integrated production system due dates are internally determined and take into
consideration the system's ability to meet the quoted delivery dates. This is why
increasing numbers of studies have viewed due-date assignment as part of the
scheduling process, highlighting that the ability to control due dates is a major
factor in improving system performance. The due-date assignment methods often
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used in manufacturing include the common due-date assignment (referred to as
CON), slack due-date assignment (referred to as SLK), unrestricted due-date
assignment (referred to as DIF), and so on. For research results on scheduling
models considering due-date assignment and their practical applications, the
reader may refer to Cheng and Gupta [3], Gordon et al. [5,6], and Lauff and
Werner [9].

Recently, Li et al. [10] consider a single-machine scheduling problem
involving both the due date assignment and job scheduling under a group
technology environment. The jobs of customers are classified into groups
according to their production similarities in advance. To achieve production
efficiency and save time/money resource, all jobs of the same group are required
to be processed contiguously on the machine. A sequence-independent setup time
precedes the processing of each group. The due dates are assignable according to
one of the following three due date assignment methods: FML-CON, FML-SLK
and DIF, where FML-CON means that all jobs within the same group are assigned
a common due date, FML-SLK means that all jobs within the same group are
assigned an equal flow allowance, and DIF means that each job can be assigned a
different due date with no restrictions. The objcetive is to determine an optimal
combination of the due date assignment strategy and job schedule so as to
minimize an objective function that includes earliness, tardiness, due date
assignment and flow time costs. An O(nlogn) time unified optimization

algorithm is provided for all of the above three due date assignment methods.
Shabtay et al. [17] consider a single-machine scheduling problem involving both
the FML-CON due date assignment method and resource dependent processing
times under a group technology environment. By resource dependent processing
times, they mean that which job processing times are controllable by the
allocation of a continuous and nonrenewable resource such as fuel, gas, catalyzer
or manpower to compress the job operation times. The resource allocation
function is either linear or convex. The objective is to find the job schedule, the
due date for each group and the resource alloction that minimizes an objective
function which includes earliness, tardiness,due date assignment and resource
allocation. We also extend the analysis to address the case in which the job
processing times are resource dependent. For this case we include the total
weighted resource consumption and the makespan penalties to the objective
function. For other reslults on the scheduling model on due date assignment and
resouce dependent processing times, the reader is referred to
[1-2,4,7-8,11-16,18-21].

In this paper, we consider the single-machine scheduling problem involving
both the FML-SLK due date assignment method and resource dependent
processing times under a group technology environment. The rest of this paper
is organized as follows. In the following section we we formulate the problem. In
Section 3 we develop some structual properties of the problem and present a
polynomial-time algorithm for a special case where the number of jobs in each
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group is identical. We conclude the paper and suggest topics for future research in
the last section.

1.2 Problem formulation

The problem can be stated as follows: There are n jobs to be processed
without interruption on a single machine that can deal with only one job at a time.
All the jobs are available for processing at time zero. The jobs are divided into m
job families G,,G,,...,G,,. Each group G,, for 1<i<m, consists of a set of
{31350 35, 3 of n; jobs Withn:zim:lni .The jobs within each group are

consecutively sequenced, i.e., job families are not allowed to interweave in order
to take advantage of their similarities in the production process. A
sequence-independent machine setup time s, proceeds the processing of the first

jobofgroup G;,i=12,...,m.Eachjob J;,hasa processing time p; anda due
date d;, in which p; can be compressed according to the following convex
resource consumption function

o )= [&} (D

u.
]

where u; is the amount of resource allocated to job J;;, w; is a positive parameter

which represents the workload of jobJ; and k is a positive constant, and d;is

assignable according to the FML-SLK due date assignment method in which all
jobs of group G, are assigned an equal flow allowance that reflects equal waiting

time (equal slacks), i.e., d;=p;(u;)+slk, where slk;>0. The goal is to
find an optimal schedule z* , the optimal slack vector
slk™ = (slk;, slk;,...,slk; ), and the optimal resource allocation matrix u = (u;)
for i=1....m and j=1,...,n

. which all together minimizes the following
objective function:

Z(z,slk,u) = ii(adij + BE; + 7T, +V;U; )+ 6C, (2)

i=1 j=1

where C; is the completion time of J;;E; ={d; —C;,0} is the earliness and
T; ={C; —d;,0} is the tardiness of J;for i=1....m and j=1....n; B,y
and & are nonnegative constant which denote the cost of one unit of due date,
earliness, tardiness and operation time, respectively; andv; is the cost of one unit

of resource allocated to job J;; .

3 Preliminary analysis
Let us define [i] as the index of the group in the ith position in the group
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sequence, and i[j] and [i, jJas the index of the job in the ith position in
group G, and the  job which is in the j th position in ith group, respectivley.
Lemma 3.1. There exists an optimal slack allowance slk;, of
group Gm,(i :1,...,m) for the problem with constant processing times such that:
C . |-*:[M]a<y
sk, ={ [ y+p

0 otherwise

(3

i-1 i -1
and C[i,l*fl}:ép[k]—'—ésﬁ]—'—; Piy(Usp) » where  py, denotes the total

processing time of jobs in group Gy, .

Proof. Itis similar to that of Lemma 3.5 in Li et al. [10].
The following result is obvious.
Lemma 3.2. An optimal schedule does not include idle times.
First,we analyze the case where« < y. According to lemma 3.1, an optimal

slack allowance slk;, can be determined according to Eqg. (4). For this case,
we have

1
E. . = IZJ: p[“](u[i,l]) 1<j<I’-1 "

0 I"<j<n

j-1

D Py K+l<j<n,

Tin =y (5
0 1<j<l
i-1 i 1"-1
di iy = Py Ugp) + stk = i,j](“[i,l])JrkZ_;, Pug +kz-;‘5[k] +IZ_1: Py (U ) (6)

By substituting Eqgs. (4) - (6) into Eqg. (2),we obtain a new expression for the
objective function value under an optimal due date assignment strategy:

Z(z,slk,u) = azm:nm{i p[k]+is[k]}
+ Zm:hi(5+ n+1)a+ Jﬂ) W) (7
+ i2(5+0‘+ n—j) ) (u,[J])+ZZv noe

Next,we analyze the opposite case where « >y, for this case, the following holds
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for i=1...,m:

i-1 i j-1
T[i’j] - Zk: p[k] +;S[k] +§ p[i,l](u[i,l]) , forl< J=sn (9)
G0 = Py () (10)

By substituting Egs. (8) - (10) into Eqg. (2), we obtain a new expression for the
objective function value under an optimal due date assignment strategy:

Z(7,slk,u) = 72%{2 p[k]*Zsm}FZZ(5+“+ i)7) pi[j](uim)+ZZvi[j]ui[j]
i=1 j=1 i=1 j=1
(1D
Let
¢ =min(a,y), (12

and for i=1,...,m let
S+(n+l)a+jp 1<j<I'-1
@, = (13
S+a+(n—j)y I'<j<n
Then the objective function for both cases (the case where « >y and the case
where « < y) can be represented in a unified form as follows:

m n;

Z (z,slk,u) 42[% [Zp[kﬁZS[k]BJrzzwup (uy; HZ:Z;VI[J

i =1 j=1

i 3 (é’x 2 Ny ta, +5j P, (U, 11)+§Z(nmxismj

i=1 j=1 r=i+l r=1
m_ My

+2 D Vit (14)
i=1 j=1

By substituting Eg. (1) into the objective function in Eq. (14), we obtain the
following expression

iy

m i m m
(,slk,u) = (;’x 2 Nyta, +5]£u[l J]] +§Z(%XZS[. j+Z Vi i
=1

i j=1 r=i+l [i,il r=1 i=1 j=1

(15)
For given job sequence, the optimal resource allocation can be determined by
the following result.
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Lemma 3.3. The optimal resource allocation as a function of job sequence 7 is

1(k+1)
. kX(JXZ Sis1 [r]*wmj+5)
uj () = Vo
]

Proof. By taking the derivative of the objective function given by Eqg. (15) with
respectto u;;, for i=1...,m, j=1,...,n;equating it to zero and solving it for

X (< (16)

Uy ;;-We obtain Eq. (16). Since the objective is a convex function, Eq. (16)

provides necessary and sufficient conditions for optimality.
By substituting Eq. (16) into Eq. (15), we obtain the following new expression
for the cost function under an optimal resource allocation and due date assignment

Z(”’ Slk,,u*):(k k/(k+1) kl/ k+1)

m N (17)
XZZ@U (‘;X 2. Ny + @ +5j+§XZ(”m Xzs[r]]
i=1l j=1 r=i+l
where 6; :(wijxvij)”k+1 Jd=1...m; j=1..,n, (18

The optimal job sequence within group G, denoted by 7z, can be obtained by
applying lemma 3.4.

Lemma 3.4. The optimal job sequence within group G,z is obtained by
matching the elements of @, with &, in opposite orders.

Proof. The proof is similar to that of Lemma 8 in Shabtay et al. [16].

In view of Lemma 3.4, it remains to finding the optimal sequence of job
families that minimizes Eq.(18).The complexity of this problem remains an open
question. In what follows, we concentrates on a special case where the number of
jobs in each group is identical, i.e., n,=n,=---=nm=n/m=n". In this case, the

I© values as given in Eq. (3) become identical for all families,i.e.,

1" =1 ={% for i=1,...,m.Hence, the a;values given in Eq.(13) are
independent of the _ith index and can be rewritten as
S+(A+l)a+jp 1<j<I'-1
P (19)
S+a+(A-j)y I'<j<n
Therefore, the objective function in (17) becomes

Z (7, slhou") = (k0D 4 iH0)

(20)

m A

xzzé’[i (gn(m—|)+w +5)+§XZ( . [r]j

i=1 j=1
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From Eq.(20) it is clear that the penalty of job J; depends solely on the
position of group G, in the group sequence and the position of it in group G;,
and is independent of the families preceding or succeeding group G, in the
group sequence. In addition, it follows from Lemma 3.4 that the optimal job
sequence in each group can be predetermined. Let c, be the minimal penalty
incurred by assigning group G, to position lin the group sequence. Then, by
E g9 . ( 2 0 ) : w e h a v e

Ci = (kik/(kﬂ) * kj/(kﬂ))xznlgim ><(§ﬁ(m—|)+wj +5)]/(k+1) +¢i(m-1+1)xs; (21)
i1

Let us now define x, =1,if group G, is assigned to position lin the gorup
sequence and x, =0 otherwise.The sequencing problem of determining the

optimal group sequence can be formulated as the following linear assignment
problem:

m m

(P1) min > > ¢, xX,

i=1 1=
S.t.

D % =1, for I=1,...,m,
i=1

doxy =1, for i=1..,m,
1=1

X, =0 orl for I=1...,m.

The first set of constraints in the formulation ensures that each group will be
assigned only to one position,the second set ensures that each position will be
assigned only once,and the penalty for each assignment under an optimal resource
allocation appears in the objective function.

Summing up the above analysis, our algorithm for the problem with the case
where the number of jobs in each group is identical can be formally describled as
follows.

Algorithm 1.
Step 1. Calculate 1" = max{w}o}, and ¢; and @; =@ ;according to
y+p
Egs. (18) and (19), respectively, for i=1,...,m, j=1...,n.
Step 2. Determine the optimal job sequence for each group accodring to Lemma
3.3.
Step 3. Calculate all ¢, values according to Eq.(21) for i, 1=1,...,m.

Step 4. Determine the optimal group sequence by solving the linear assignment
problem P1.
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Step 5. Determine the optimal resource allocation matrix u* = (u. ) accoding to

ij
Eq. (16).
Step 6. If a <y then assign the due dates according to Eq.(6) and job
processing times p* :(p(u;;));otherwise, assign the due dates according to

Eq.(10).

Theorem 2. Algorithm 1 solves the problem with the case where the number of
jobs in each group is identical in o(max((nIogn),mxmax(n,mz))) time.

Proof. The correctness of the algorithm follows directly from lemmas
3.1-34Step 1 is performed in constant time. Step 2 requires
(Z n, |ogn) o(nlogn) time and Step 3 takes o(nm) time.Solving a linear

assignment problem in Step 4 requires o(m3) time,and determining the optimal
resource allocation matrix in Step 5 requires o(n) time. In Step 6 we have to
determining the optimal processing times,which requires o(n) time, similar to the

time needed to calculate the due date values.Thus,the overall complexity of
algorithm 2 is . Since m=o(n) the complexity is bounded by o(n*).

4 Summary and future research

In this paper, we have studied the problem of scheduling groups of jobs on a
single machine with FML-SLK due date assignment method and convex
resource dependent processing time under a group technology restriction, where
the objective is to find the the job schedule and the due date for each group that
minimizes an cost function that based on the earliness, tardiness, due date
assignment and resource alloction. The structual properties of the problem is
studeide and a sepecial case where the number of jobs in each group is identical

is shown to solvble in o(max((nlogn),mxmax(n,m?))) time.

For future research, it would be interesting to extend our problems to the
cases involving multiple agents and in other machine settings.

References

[1] D. Biskup, H. Jahnke, Common due date assignment for scheduling on a
single machine with jointly reducible processing times, International Journal
of Production Economics 69(2001)317-322.

[2] T.C.E. Cheng, C. Ogaz, X.D. Qi, Due-date assignment and single machine
scheduling with compressible processing times, International Journal of
Production Economics 43(1996)29-35.

[3] T. C. E. Cheng, M. C. Gupta, Survey of scheduling research involving due
date determination decisions, European Journal of Operational Research 38
(1989) 156-166.

[4] T. C. E. Cheng, M.Y. Kovalyov, N. Shakhlevich, Scheduling with controllable
release dates and processing times:total completion time minimization,



Group scheduling and due date assignment on a single machine 205

European
Journal of Operational Research  175(2006)769-781.

[5] V. Gordon, J. M. Proth, C. Chu, A survey of the state-of-the-art of common
due date assignment and scheduling research, European Journal of
Operational Research 139(2002)1-25.

[6] V. Gordon, V. Strusevich, A. Dolgui, Scheduling with due date
assignment under special conditions on job processing, Journal of Scheduling
15 (4) (2012)

447-456.

[7] A. Janiak, M. Lichtenstein, Some single machine scheduling problems with
resource dependent set-up and processing times. In: Selected Papers of the
Symposium on  Operations Research (OR2000), Dresden, September (2000),
Springer-Verlag, 2001,pp.60-66.

[8] A. Janiak, M.Y. Kovalyov, M.C. Portmann, Single machine group scheduling
with resource dependent setup and processing times, European Journal of
Operational Research 162(2005)112-121.

[9] V. Lauff, F. Werner, Scheduling with common due date, earliness and
tardiness penalties for multimachine problems: a survey, Mathematical and
Computer Modelling 40( 2004)637-655.

[10] S. Li, C.T. Ng, J. Yuan, Group scheduling and due date assignment on a
single machine, International Journal of Production Economics 130 (2011)
230-235.

[11] C.T.D. Ng, T.C.E. Cheng, A. Janiak, M.Y. Kovalyov, Group scheduling with
controllable setup and processing times: minimizing total weighted
completion time, Annals of Operations Research 133(2005)163-174.

[13] C.T.D. Ng, T.C.E. Cheng, M.Y. Kovalyov, S.S. Lam, Single machine
scheduling with a variable common due date and resource-dependent
processing times, Computer and Operations Research 30(2003)1173-85.

[14] S.S. Panwalkar, M.L. Smith, A. Seidmann, Common due date assignment to
minimize total penalty for the one machine scheduling problem, Operations
Research 30(1982)391-399.

[15] S.S. Panwalkar, R. Rajagopalan, Single-machine sequencing with
controllable processing times, European Journal of Operational Research
59(1992)298-302.

[16] A. Seidmann, S.S. Panwalkar, M.L.Smith, Optimal assignment of due dates
for a single processor scheduling problem, International Journal of
Production Research 31(8)(2004)1303-1315.

[17] D. Shabtay, Y. Itskovich, L.Yedidsion, D. Oron, Optimal due date assignment
and resource allocation in a group technology scheduling environment,
Computers & Operations Research 37 (2010) 2218-2228.

[18] Y. Yin, T.C.E. Cheng, S.-R. Cheng, C.-C. Wu, Single-machine batch
delivery scheduling with an assignable common due date and controllable

processing times, Computers & Industrial Engineering 65 (2013) 652—-662.
[19] Y. Yin, T.C.E. Cheng, C.-C. Wu, S.-R. Cheng, Single-machine common



206 Yanxia Guo

due-date scheduling with batch delivery costs and resource-dependent,
International Journal of Production Research, 51(17)(2013) 5083-5099.

[20] Y. Yin, T.C.E. Cheng, J. Wang, C.-C. Wu, Two-agent Single-machine
common due window assignment and scheduling to minimize the total cost,
Discrete Optimization, 10(2013)42-53.

[21] Y. Yin, M. Liu, T.C.E. Cheng, C.-C. Wu, S.-R. Cheng, Four single-machine
scheduling problems involving due date determination decisions, Information
Sciences, 251( 2013)164-181.

Received: March, 2014


http://www.sciencedirect.com/science/journal/15725286
http://www.sciencedirect.com/science/article/pii/S0020025513005379#af025
http://www.sciencedirect.com/science/article/pii/S0020025513004702
http://www.sciencedirect.com/science/article/pii/S0020025513004702
http://www.sciencedirect.com/science/journal/00200255
http://www.sciencedirect.com/science/journal/00200255
http://www.sciencedirect.com/science/journal/00200255/251/supp/C

