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#### Abstract

The purpose of this paper is to establish the global well-posedness of solutions to Gross-Pitaevskii (GP) infinite linear hierarchy of equations on $\mathbb{R}^{n}, n \geq 1$. More precisely, by introducing a suitable solution space $\mathscr{H}_{\xi}^{\alpha}$ with $\xi>1$ we prove that there exists a unique global solution to the GP hierarchy. In particular, the solution can belong to the space that of the initial data. In this respect, it is new.
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## 1 Introduction

In the present paper, we investigate the global well-posedness of solutions to Gross-Pitaevskii (GP) infinite linear hierarchy of equations on $\mathbb{R}^{n}, n \geq 1$, with focusing and defocusing interaction. Motivated by recent experimental realizations of Bose-Einstein condensation the theory of dilute, inhomogeneous Bose systems is currently a subject of intensive studies in physics (see [6, 16, 17, 18]). It is well known that the dynamics of Bose-Einstein condensates are well described by the Gross-Pitaevskii equation (see [13, 14, 19]). On a rigorous derivation of this equation from the basic many-body Schrödinger equation we refer to $[4,7,8,9,10,11,12]$ and the reference therein. In their
program an important step is to prove uniqueness to the GP hierarchy(see $[9,15])$. Recently, T.Chen and N.Pavlović started to investigate the Cauchy problem for the GP hierarchy, using a Picard-type fixed point argument(see [2]). Later, They presented a new proof in which the approximate solution sequence are produced by truncating the initial data, for detail we refer to [3]. By careful verifying, we find that the contraction mapping in [2] seems wrong. In order to use the Banach fixed-point theorem, we must modify the solution space which was introduced in [2]. In the modified solution space, $\mathscr{H}_{\xi}^{\alpha}$, we will prove global existence and uniqueness of solutions in spaces $\mathscr{H}_{\xi}^{\alpha}$ by the Banach fixed point theorem. We note that the initial data and solutions given by the local theory don't belong to the same space(see $[2,3,5])$. But, the GP hierarchy can be solved in the modified space such that the solution and initial data belong to the same space. Incidentally, for a very recent work on the global analysis of GP hierarchy we refer to [20].

As follows, we denote by $x$ a general variable in $\mathbb{R}^{n}$ and by $\mathbf{x}=\left(x_{1}, \cdots, x_{N}\right)$ a point in $\mathbb{R}^{N n}$. We will also use the notation $\mathbf{x}_{k}=\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k n}$. For a function $f$ on $\mathbb{R}^{k n}$ we let

$$
\left(\Theta_{\sigma} f\right)\left(x_{1}, \ldots, x_{k}\right)=f\left(x_{\sigma(1)}, \ldots, x_{\sigma(k)}\right)
$$

for any permutation $\sigma \in \Pi_{k}$ ( $\Pi_{k}$ denotes the set of permutations on $k$ elements). Then, each $\Theta_{\sigma}$ is a unitary operator on $L^{2}\left(\mathbb{R}^{k n}\right)$. A bounded operator $A$ on $L^{2}\left(\mathbb{R}^{k n}\right)$ is called $k$-partite symmetric or simply symmetric if

$$
\begin{equation*}
\Theta_{\sigma} A \Theta_{\sigma^{-1}}=A \tag{1}
\end{equation*}
$$

for every $\sigma \in \Pi_{k}$. Evidently, a density operator $\gamma^{(k)}$ on $L^{2}\left(\mathbb{R}^{k n}\right)$ (i.e., $\gamma^{(k)} \geq 0$ and $\operatorname{tr} \gamma^{(k)}=1$ ) with the kernel function $\gamma^{(k)}\left(\mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right)$ is $k$-partite symmetric if and only if

$$
\gamma^{(k)}\left(x_{1}, \ldots, x_{k} ; x_{1}^{\prime}, \ldots, x_{k}^{\prime}\right)=\gamma^{(k)}\left(x_{\sigma(1)}, \ldots, x_{\sigma(k)} ; x_{\sigma(1)}^{\prime}, \ldots, x_{\sigma(k)}^{\prime}\right)
$$

for any $\sigma \in \Pi_{k}$.
Also, we set

$$
L_{s}^{2}\left(\mathbb{R}^{k n}\right)=\left\{f \in L^{2}\left(\mathbb{R}^{k n}\right): \Theta_{\sigma} f=f, \forall \sigma \in \Pi_{k}\right\}
$$

equipped with the inner product of $L^{2}\left(\mathbb{R}^{k n}\right)$. Clearly, $L_{s}^{2}\left(\mathbb{R}^{k n}\right)$ is a Hilbert subspace of $L^{2}\left(\mathbb{R}^{k n}\right)$. It is easy to check that any $k$-partite symmetric operator on $L^{2}\left(\mathbb{R}^{k n}\right)$ preserves $L_{s}^{2}\left(\mathbb{R}^{k n}\right)$.

Definition 1.1. Given $n \geq 1$, the $n$-dimensional Gross-Pitaevskii (GP) hierarchy refers to a sequence $\left\{\gamma^{(k)}(t)\right\}_{k \geq 1}$ of $k$-partite symmetric density operators on $L^{2}\left(\mathbb{R}^{k n}\right)$, where $t \geq 0$, which satisfy the Gross-Pitaevskii infinite
linear hierarchy of equations,

$$
\begin{equation*}
i \partial_{t} \gamma^{(k)}(t)=\left[-\Delta^{(k)}, \gamma^{(k)}(t)\right]+\mu B_{k+1} \gamma^{(k+1)}(t), \quad \Delta^{(k)}=\sum_{j=1}^{k} \Delta_{x_{j}}, \mu= \pm 1 \tag{2}
\end{equation*}
$$

with initial conditions

$$
\gamma^{(k)}(0)=\gamma_{0}^{(k)}, \quad k=1,2, \ldots
$$

Here, $\Delta_{x_{j}}$ refers to the usual Laplace operator with respect to the variables $x_{j} \in \mathbb{R}^{n}$ and the operator $B_{k+1}$ is defined by

$$
B_{k+1} \gamma^{(k+1)}=\sum_{j=1}^{k} \operatorname{tr}_{k+1}\left[\delta\left(x_{j}-x_{k+1}\right), \gamma^{(k+1)}\right]
$$

where the notation $\operatorname{tr}_{k+1}$ indicates that the trace is taken over the $(k+1)$-th variable.

As in [2], we refer to (2) as the cubic GP hierarchy. For $\mu=1$ or $\mu=-1$ we refer to the corresponding GP hierarchies as being defocusing or focusing, respectively. We note that the cubic GP hierarchy accounts for two-body interactions between the Bose particles (e.g., see $[6,11]$ and references therein for details).

Remark 1.1. In terms of the kernel functions $\gamma^{(k)}\left(t, \mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right)$, we can rewrite (2) as follows:

$$
\begin{equation*}
\left(i \partial_{t}+\triangle_{ \pm}^{(k)}\right) \gamma^{(k)}\left(t, \mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right)=\mu\left[B_{k+1} \gamma^{(k+1)}(t)\right]\left(\mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right) \tag{3}
\end{equation*}
$$

where $\triangle_{ \pm}^{(k)}=\sum_{j=1}^{k}\left(\Delta_{x_{j}}-\Delta_{x_{j}^{\prime}}\right)$, with initial conditions

$$
\gamma^{(k)}\left(0, \mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right)=\gamma_{0}^{(k)}\left(\mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right), \quad k=1,2, \ldots
$$

In particular, the action of $B_{k+1}$ on density operators with smooth kernel functions, $\gamma^{(k+1)}\left(\mathbf{x}_{k+1} ; \mathbf{x}_{k+1}^{\prime}\right)$
$\in \mathcal{S}\left(\mathbb{R}^{(k+1) n} \times \mathbb{R}^{(k+1) n}\right)$, is given by

$$
\begin{equation*}
B_{k+1}:=\sum_{j=1}^{k} B_{j, k+1} \tag{4}
\end{equation*}
$$

and

$$
\begin{align*}
B_{j, k+1} \gamma^{(k+1)}\left(\mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right) & =\int d x_{k+1} d x_{k+1}^{\prime} \gamma^{(k+1)}\left(\mathbf{x}_{k}, x_{k+1} ; \mathbf{x}_{k}^{\prime}, x_{k+1}^{\prime}\right)  \tag{5}\\
& \times \delta\left(x_{k+1}^{\prime}-x_{k+1}\right)\left[\delta\left(x_{j}-x_{k+1}\right)-\delta\left(x_{j}^{\prime}-x_{k+1}\right)\right]
\end{align*}
$$

The action of $B_{k+1}$ can be extended to generic density operators.

Remark 1.2. Let $\varphi_{0} \in \mathrm{H}^{1}\left(\mathbb{R}^{n}\right)$, then one can easily verify that a particular solution to (3) with initial conditions

$$
\gamma_{0}^{(k)}\left(\mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right)=\prod_{j=1}^{k} \varphi_{0}\left(x_{j}\right) \overline{\varphi_{0}\left(x_{j}^{\prime}\right)}, \quad k=1,2, \ldots
$$

is given by

$$
\gamma^{(k)}\left(t, \mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right)=\prod_{j=1}^{k} \varphi\left(t, x_{j}\right) \overline{\varphi\left(t, x_{j}^{\prime}\right)}, \quad k=1,2, \ldots
$$

where $\varphi(t, x)$ satisfies the cubic non-linear Schrödinger equation

$$
\begin{equation*}
i \partial_{t} \varphi=-\Delta \varphi+\mu|\varphi|^{2} \varphi, \quad \varphi(0, \cdot)=\varphi_{0} \tag{6}
\end{equation*}
$$

which is defocusing if $\mu=1$, and focusing if $\mu=-1$.
The GP hierarchy (2) can be written in the integral form

$$
\begin{equation*}
\gamma^{(k)}(t)=e^{i t \Delta_{ \pm}^{(k)}} \gamma_{0}^{(k)}-i \mu \int_{0}^{t} d s e^{i(t-s) \Delta_{ \pm}^{(k)}} B_{k+1} \gamma^{(k+1)}(s), k=1,2, \ldots \tag{7}
\end{equation*}
$$

is given by

$$
\gamma^{(k)}\left(t, \mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right)=\prod_{j=1}^{k} \varphi\left(t, x_{j}\right) \overline{\varphi\left(t, x_{j}^{\prime}\right)}, \quad k=1,2, \ldots
$$

where $\varphi(t, x)$ satisfies the cubic non-linear Schrödinger equation

$$
\begin{equation*}
i \partial_{t} \varphi=-\Delta \varphi+\mu|\varphi|^{2} \varphi, \quad \varphi(0, \cdot)=\varphi_{0} \tag{8}
\end{equation*}
$$

which is defocusing if $\mu=1$, and focusing if $\mu=-1$.
The GP hierarchy (2) can be written in the integral form

$$
\begin{equation*}
\gamma^{(k)}(t)=e^{i t \Delta_{ \pm}^{(k)}} \gamma_{0}^{(k)}-i \mu \int_{0}^{t} d s e^{i(t-s) \Delta_{ \pm}^{(k)}} B_{k+1} \gamma^{(k+1)}(s), k=1,2, \ldots \tag{9}
\end{equation*}
$$

## 2 Main Results

These are the main results of the paper.
In order to state our main results, we require some more notation. We will use $\gamma^{(k)}, \rho^{(k)}$ for denoting either (density) operators or kernel functions. For $k \geq 1$ and $\alpha>0$, we denote by $\mathrm{H}_{k}^{\alpha}=\mathrm{H}^{\alpha}\left(\mathbb{R}^{k n} \times \mathbb{R}^{k n}\right)$ the space of measurable functions $\gamma^{(k)}=\gamma^{(k)}\left(\mathbf{x}_{k}, \mathbf{x}_{k}^{\prime}\right)$ in $L^{2}\left(\mathbb{R}^{k n} \times \mathbb{R}^{k n}\right)$ such that

$$
\left\|\gamma^{(k)}\right\|_{H_{k}^{\alpha}}:=\left\|S^{(k, \alpha)} \gamma^{(k)}\right\|_{L^{2}\left(\mathbb{R}^{k n} \times \mathbb{R}^{k n}\right)}<\infty,
$$

where

$$
S^{(k, \alpha)}:=\prod_{j=1}^{k}\left[\left(1-\Delta_{x_{j}}\right)^{\frac{\alpha}{2}}\left(1-\Delta_{x_{j}^{\prime}}\right)^{\frac{\alpha}{2}}\right]
$$

Evidently, $\mathrm{H}_{k}^{\alpha}$ is a Hilbert space with the inner product

$$
\left\langle\gamma^{(k)}, \rho^{(k)}\right\rangle:=\left\langle S^{(k, \alpha)} \gamma^{(k)}, S^{(k, \alpha)} \rho^{(k)}\right\rangle_{L^{2}\left(\mathbb{R}^{k n} \times \mathbb{R}^{k n}\right)}
$$

Moreover, the norm $\|\cdot\|_{H_{k}^{\alpha}}$ is invariance under the action of $e^{i t \Delta_{ \pm}^{(k)}}$, that is,

$$
\left\|e^{i t \Delta_{ \pm}^{(k)}} \gamma^{(k)}\right\|_{\mathrm{H}_{k}^{\alpha}}=\left\|\gamma^{(k)}\right\|_{\mathrm{H}_{k}^{\alpha}}
$$

because $e^{i t \Delta_{ \pm}^{(k)}}$ commutates with $\Delta_{x_{j}}$ for any $j$.
Given $\xi>0$ and $\alpha>0$, we define

$$
\begin{equation*}
\mathscr{H}_{\xi}^{\alpha}=\left\{\Gamma=\left\{\gamma^{(k)}\right\}_{k \geq 1} \in \bigoplus_{k=1}^{\infty} \mathrm{H}_{k}^{\alpha}:\|\Gamma\|_{\mathscr{H}_{\xi}^{\alpha}}:=\sum_{k=1}^{\infty} \xi^{k^{2}}\left\|\gamma^{(k)}\right\|_{\mathrm{H}_{k}^{\alpha}}<\infty\right\} \tag{10}
\end{equation*}
$$

Evidently, $\mathscr{H}_{\xi}^{\alpha}$ is a Banach space equipped with the norm $\|\cdot\|_{\mathscr{H}_{\xi}^{\alpha}}$. We remark that the following space

$$
\begin{equation*}
\mathcal{H}_{\xi}^{\alpha}=\left\{\Gamma=\left\{\gamma^{(k)}\right\}_{k \geq 1} \in \bigoplus_{k=1}^{\infty} \mathrm{H}_{k}^{\alpha}:\|\Gamma\|_{\mathcal{H}_{\xi}^{\alpha}}:=\sum_{k=1}^{\infty} \xi^{k}\left\|\gamma^{(k)}\right\|_{\mathrm{H}_{k}^{\alpha}}<\infty\right\} \tag{11}
\end{equation*}
$$

is introduced in [2]. And spaces which are similar to (11) are used in the isospectral renormalization group analysis of spectral problems in quantum field theory (see [1]).

Definition 2.1. For $T>0, \Gamma(t)=\left\{\gamma^{(k)}(t)\right\}_{k \geq 1} \in C\left([0, T], \mathscr{H}_{\xi}^{\alpha}\right)$ is said to be a local (mild) solution to the GP hierarchy (2) if for every $k=1,2, \ldots$,

$$
\gamma^{(k)}(t)=e^{i t \Delta_{ \pm}^{(k)}} \gamma_{0}^{(k)}-i \mu \int_{0}^{t} d s e^{i(t-s) \Delta_{ \pm}^{(k)}} B_{k+1} \gamma^{(k+1)}(s), \quad \forall t \in[0, T]
$$

holds in $\mathrm{H}_{k}^{\alpha}$.
In order to write the equations above in a more compact form, we introduce the notation below [2]. Set

$$
\begin{equation*}
\hat{\Delta}_{ \pm} \Gamma:=\left\{\Delta_{ \pm}^{(k)} \gamma^{k}\right\}_{k \geq 1} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{B} \Gamma:=\left\{B_{k+1} \gamma^{k+1}\right\}_{k \geq 1} \tag{13}
\end{equation*}
$$

Then, the GP hierarchy can be rewritten as

$$
\begin{equation*}
\left(i \partial_{t}+\hat{\Delta}_{ \pm}\right) \Gamma=\mu \hat{B} \Gamma \tag{14}
\end{equation*}
$$

Also, it can be rewritten as in the integral form

$$
\begin{equation*}
\Gamma(t)=e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \hat{B} \Gamma(s) \tag{15}
\end{equation*}
$$

Following [2], in order to solve the equation (15) we also deal with the auxiliary equation

$$
\begin{equation*}
\Xi(t)=\hat{B} e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s \hat{B} e^{i(t-s) \hat{\Delta}_{ \pm}} \Xi(s) . \tag{16}
\end{equation*}
$$

Let $\mathscr{R}(n)$ denote the set below

$$
\mathscr{R}(n)=\left\{\begin{array}{cl}
\left(\frac{1}{2}, \infty\right), & n=1  \tag{17}\\
\left(\frac{n-1}{2}, \infty\right), & n=2, n>4 \\
{[1, \infty),} & n=3
\end{array}\right.
$$

where the set $\mathscr{R}(n)$ was first introduced in [2]. And let

$$
\begin{equation*}
C_{\xi}:=\sup _{k \geq 1}\left\{k \xi^{1-2 k}\right\}<\infty, \tag{18}
\end{equation*}
$$

for any $\xi>1$. It is time to state our main results. They are the following two theorems.

Theorem 2.2 (local solution). Assume that $\alpha \in \mathscr{R}(n)$ and $\xi>1$. Let $T=\frac{1}{4\left(A C_{\xi}\right)^{2}}$ and $I=[0, T]$. Suppose $\Gamma_{0}=\left\{\gamma_{0}^{(k)}\right\}_{k \geq 1} \in \mathscr{H}_{\xi}^{\alpha}$. Then, the following hold.
(i) There exists a unique solution $\left.\Xi(t) \in L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}\right)$ to the system(16). Moreover, the following estimate

$$
\begin{equation*}
\|\Xi(t)\|_{L_{t \in I}^{1}} \mathscr{H}_{\xi}^{\alpha} \leq\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}} \tag{19}
\end{equation*}
$$

holds.
(ii) There exists a solution $\Gamma(t) \in C\left(I, \mathscr{H}_{\xi}^{\alpha}\right)$ to the system(15) with the initial data $\Gamma_{0}$. In particular, this solution has the property that

$$
\begin{equation*}
\|\Gamma(t)\|_{C\left(I, \mathscr{H}_{\xi}^{\alpha}\right)} \leq 2\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}} \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\hat{B} \Gamma(t)\|_{L_{t \in I}^{1}} \mathscr{H}_{\xi}^{\alpha} \leq\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}} . \tag{21}
\end{equation*}
$$

(iii) For any interval $J$ with $0 \in J$, in the space

$$
\begin{equation*}
\mathscr{W}_{\xi}^{\alpha}(J):=\left\{\Gamma(t) \in C\left(J, \mathscr{H}_{\xi}^{\alpha}\right): \hat{B} \Gamma(t) \in L_{t \in J}^{1} \mathscr{H}_{\xi}^{\alpha}\right\} \tag{22}
\end{equation*}
$$

there exists a unique solution to the system(15) with the initial data $\Gamma_{0}$.
Remark 2.1. Here and there, the constant $A=A(n, \alpha)$ is fixed and from the lemma 3.1.
Remark 2.2. Let $\lambda \in\left(0, \frac{1}{\sqrt{\xi}}\right)$ be a constant, and set

$$
\gamma_{0}^{(k)}\left(\mathbf{x}_{k} ; \mathbf{x}_{k}^{\prime}\right):=\prod_{j=1}^{k} \varphi_{k}\left(x_{j}\right) \overline{\varphi_{k}\left(x_{j}^{\prime}\right)}, \quad k=1,2, \ldots
$$

with $\left\|\varphi_{k}\right\|_{\mathrm{H}_{k}^{\alpha}}=\lambda^{k}$. Then, it is easy to verify that $\Gamma_{0}=\left\{\gamma_{0}^{(k)}\right\}_{k \geq 1} \in \mathscr{H}_{\xi}^{\alpha}$.
Theorem 2.3 (global solution). Aussem that $\alpha \in \mathscr{R}(n)$ and $\xi>1$. And suppose $\Gamma_{0}=\left\{\gamma_{0}^{(k)}\right\}_{k \geq 1} \in \mathscr{H}_{\xi}^{\alpha}$. Then, there existence a global solution $\Gamma \in$ $C\left(\mathbb{R}, \mathscr{H}_{\xi}^{\alpha}\right)$ to the system(15) with the initial data $\Gamma_{0}$. Moreover, the following estimates

$$
\begin{equation*}
\|\Gamma\|_{C\left(I_{j}, \mathscr{H}_{\xi}^{\alpha}\right)} \leq 2^{j} \Gamma_{0} \|_{\mathscr{H}_{\xi}^{\alpha}} \tag{23}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\hat{B} \Gamma(t)\|_{L_{t \in[0, j T]}^{1} \mathscr{H}_{\xi}^{\alpha}} \leq\left(2^{j}-1\right)\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}} \tag{24}
\end{equation*}
$$

hold, where $T$ was defined in theorem 2.2 and $I_{j}=[(j-1) T, j T], j=1,2, \ldots$.
In addition, if two solutions to (15) with the same initial data belong to $\mathscr{W}_{\xi}^{\alpha}(J)$ for all finite interval $J \ni 0$, then the two solutions are equal.

## 3 Proof of Theorem 2.2

In order to prove the Theorem 2.2, we need the following estimate.

### 3.1 Preliminary estimate

Lemma 3.1. Suppose that $\alpha \in \mathscr{R}(n)$. Let $\gamma^{(k)}(t)$ be the unique solution of

$$
\begin{equation*}
\left(i \partial_{t}+\Delta_{ \pm}^{(k)}\right) \gamma^{(k)}(t)=0 \tag{25}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
\gamma^{(k)}(0, \cdot)=\gamma_{0}^{(k)} \in \mathrm{H}_{k}^{\alpha} \tag{26}
\end{equation*}
$$

Then, there exists a constant $A=A(n, \alpha)$ such that

$$
\begin{equation*}
\left\|B_{l, k+1} \gamma^{(k+1)}\right\|_{L_{t \in \mathbb{R}}^{2} \mathrm{H}_{k}^{\alpha}} \leq A\left\|\gamma_{0}^{(k+1)}\right\|_{\mathrm{H}_{k+1}^{\alpha}} \tag{27}
\end{equation*}
$$

for all $l=1,2, \ldots, k$.
Proof. The lemma was proved in [2].

### 3.2 The proof of Theorem 2.2

Proof. (i) Let $I=[0, T]$ and $T>0$ to be choosed later. We defined

$$
\begin{equation*}
\Phi(\Xi)(t):=\hat{B} e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s \hat{B} e^{i(t-s) \hat{\Delta}_{ \pm}} \Xi(s) \tag{28}
\end{equation*}
$$

for any $\Xi \in L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}$. In terms of components, we can rewrite it as

$$
\begin{equation*}
\Phi(\Xi)^{(k)}(t)=B_{k+1} e^{i t \Delta_{ \pm}^{(k+1)}} \gamma_{0}^{(k+1)}-i \mu \int_{0}^{t} d s B_{k+1} e^{i(t-s) \Delta_{ \pm}^{(k+1)}} \Xi^{(k+1)}(s), k \geq 1 \tag{29}
\end{equation*}
$$

if $\Xi(t)=\left\{\Xi^{(k)}(t)\right\}_{k \geq 1}$ and $\Gamma_{0}=\left\{\gamma_{0}^{(k)}\right\}_{k \geq 1}$. In order to apply Banach fixed point theorem, we prove firstly that $\Phi(\Xi) \in L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}$ when $\Xi \in L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}$. In fact, for any $k \geq 1$, we have

$$
\begin{aligned}
& \left\|B_{k+1} e^{i t \Delta_{ \pm}^{(k+1)}} \gamma_{0}^{(k+1)}\right\|_{L_{t \in I}^{1} \mathrm{H}_{k}^{\alpha}} \\
& \quad \leq \sum_{l=1}^{k}\left\|B_{l, k+1} e^{i t \Delta_{ \pm}^{(k+1)}} \gamma_{0}^{(k+1)}\right\|_{L_{t \in I}^{1} \mathrm{H}_{k}^{\alpha}} \\
& \quad \leq \sum_{l=1}^{k} \sqrt{T}\left\|B_{l, k+1} e^{i t \Delta_{ \pm}^{(k+1)}} \gamma_{0}^{(k+1)}\right\|_{L_{t \in I}^{2} \mathrm{H}_{k}^{\alpha}} \\
& \quad \leq A k \sqrt{T}\left\|\gamma_{0}^{(k+1)}\right\|_{\mathrm{H}_{k+1}^{\alpha}}
\end{aligned}
$$

where we used the Cauchy-Schwarz inequality and the lemma 3.1. Then, we obtain the following estimate

$$
\begin{align*}
& \left\|\hat{B} e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}\right\|_{L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}} \\
& =\sum_{k=1}^{\infty} \xi^{k^{2}}\left\|B_{k+1} e^{i t \Delta_{ \pm}^{(k+1)}} \gamma_{0}^{(k+1)}\right\|_{L_{t \in I}^{1} \mathrm{H}_{k}^{\alpha}} \\
& \leq \sum_{k=1}^{\infty} \xi^{k^{2}} A k \sqrt{T}\left\|\gamma_{0}^{(k+1)}\right\|_{\mathrm{H}_{k+1}^{\alpha}}  \tag{30}\\
& \quad \leq A \sqrt{T} \sup _{k \geq 1}\left\{k \xi^{1-2 k}\right\} \sum_{k=1}^{\infty} \xi^{k^{2}}\left\|\gamma_{0}^{(k)}\right\|_{\mathrm{H}_{k}^{\alpha}} \\
& \quad=A C_{\xi} \sqrt{T}\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}}
\end{align*}
$$

where the notation $C_{\xi}$ was defined in (18).

Similarly, for the second term in the right hand of equation (29), we have

$$
\begin{aligned}
& \left\|\int_{0}^{t} d s B_{k+1} e^{i(t-s) \Delta_{ \pm}^{(k+1)}} \Xi^{(k+1)}(s)\right\|_{L_{t \in I}^{1} \mathrm{H}_{k}^{\alpha}} \\
& \leq \sum_{l=1}^{k} \int_{0}^{T} d s \| B_{l, k+1} e^{i(t-s) \Delta_{ \pm}^{(k+1)} \Xi^{(k+1)}(s) \|_{L_{t \in I}^{1} \mathrm{H}_{k}^{\alpha}}} \\
& \leq \sum_{l=1}^{k} \int_{0}^{T} d s \sqrt{T} \| B_{l, k+1} e^{i(t-s) \Delta_{ \pm}^{(k+1)} \Xi^{(k+1)}(s) \|_{L_{t \in I}^{\alpha} H_{k}^{\alpha}}} \\
& \leq \sum_{l=1}^{k} \int_{0}^{T} d s \sqrt{T} A\left\|\Xi^{(k+1)}(s)\right\|_{H_{k+1}^{\alpha}} \\
& \quad=A k \sqrt{T}\left\|\Xi^{(k+1)}(t)\right\|_{L_{t \in I}^{1} \mathrm{I}_{k+1}^{\alpha}} .
\end{aligned}
$$

Therefore,

$$
\begin{align*}
& \left\|\int_{0}^{t} d s \hat{B} e^{i(t-s) \hat{\Delta}_{ \pm}} \Xi(s)\right\|_{L_{t \in I}^{1}} \mathscr{e}_{\xi}^{\alpha} \\
& \quad=\sum_{k=1}^{\infty} \xi^{k^{2}}\left\|\int_{0}^{t} d s B_{k+1} e^{i(t-s) \Delta_{ \pm}^{(k+1)}} \Xi^{(k+1)}(s)\right\|_{L_{t \in I}^{1} \mathrm{H}_{k}^{\alpha}} \\
& \quad \leq \sum_{k=1}^{\infty} \xi^{k^{2}} A k \sqrt{T}\left\|\Xi^{(k+1)}(t)\right\|_{L_{t \in I}^{1} \mathrm{H}_{k+1}^{\alpha}}  \tag{31}\\
& \quad \leq A \sqrt{T} \sup _{k \geq 1}\left\{k \xi^{1-2 k}\right\} \sum_{k=1}^{\infty} \xi^{k^{2}}\left\|\Xi^{(k+1)}(t)\right\|_{L_{t \in I}^{1} \mathrm{H}_{k+1}^{\alpha}} \\
& \quad=A C_{\xi} \sqrt{T}\|\Xi\|_{L_{t \in I}^{1}} \mathscr{H}_{\xi}^{\alpha} .
\end{align*}
$$

Combing (30) with (31), we deduce that

$$
\begin{equation*}
\|\Phi(\Xi)\|_{L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}} \leq A C_{\xi} \sqrt{T}\left[\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}}+\|\Xi\|_{L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}}\right] \tag{32}
\end{equation*}
$$

where $\mu= \pm 1$ was used. It implies that the mapping

$$
\begin{equation*}
\Phi: L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha} \mapsto L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha} \tag{33}
\end{equation*}
$$

is well defined. And by the inequality (31), we obtain

$$
\begin{equation*}
\left\|\Phi\left(\Xi_{1}\right)-\Phi\left(\Xi_{2}\right)\right\|_{L_{t \in I}^{1} \mathscr{\mathscr { H }}} \leq A C_{\xi} \sqrt{T}\left\|\Xi_{1}-\Xi_{2}\right\|_{L_{t \in I}^{1} \mathscr{\mathscr { H }} \mathscr{\xi}_{\xi}^{\alpha}} \tag{34}
\end{equation*}
$$

for any $T>0$. Now We choose $T=\frac{1}{4\left(A C_{\xi}\right)^{2}}$, then by (34) the following inequality

$$
\begin{equation*}
\left\|\Phi\left(\Xi_{1}\right)-\Phi\left(\Xi_{2}\right)\right\|_{L_{t \in I}^{1} \mathscr{H} \mathscr{H}_{\xi}^{\alpha}} \leq \frac{1}{2}\left\|\Xi_{1}-\Xi_{2}\right\|_{L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}} \tag{35}
\end{equation*}
$$

holds for all $\Xi_{1}, \Xi_{2} \in L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}$. It concludes that $\Phi$ is a contraction mapping on $L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}$. By Banach fixed point theorem there exists a unique $\Xi \in L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}$ such that

$$
\begin{equation*}
\Xi=\Phi(\Xi) \tag{36}
\end{equation*}
$$

Consequently, there exists a unique solution $\Xi$ of (16) in $L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}$. In addition, the following estimate

$$
\begin{equation*}
\|\Xi\|_{L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}} \leq A C_{\xi} \sqrt{T}\left[\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}}+\|\Xi\|_{L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}}\right] \tag{37}
\end{equation*}
$$

holds because of (32) and (36). By the choice of $T$, (37) implies that the inequality (19) holds.
(ii) Following [2], we define

$$
\begin{equation*}
\Gamma(t):=e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \Xi(s) \tag{38}
\end{equation*}
$$

where $\Xi$ is the unique solution of (16) in $L_{t \in I}^{1} \mathscr{H}_{\xi}^{\alpha}$. Then,

$$
\begin{align*}
\|\Gamma(t)\|_{\mathscr{H}_{\xi}^{\alpha}} & \leq\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}}+\int_{0}^{t} d s\|\Xi(s)\|_{\mathscr{H}_{\xi}^{\alpha}} \\
& \leq\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}}+\|\Xi(t)\|_{L_{t \in I}^{1}} \mathscr{H}_{\xi}^{\alpha}  \tag{39}\\
& \leq 2\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}}
\end{align*}
$$

where we used the unitary of operator $e^{i t \hat{\Delta}_{ \pm}}$with respect to $\mathscr{H}_{\xi}^{\alpha}$ in the first inequality and the estimate (19) in last inequality. Hence, $\Gamma \in C\left(I, \mathscr{H}_{\xi}^{\alpha}\right)$ and satisfies the estimate (20). The continuity with respect to $t \in I$ follows from the fact $\left\{e^{i t \hat{\Delta}_{ \pm}}\right\}_{t \in \mathbb{R}}$ is a strongly continuous one-parameter unitary group. In fact, the first term in the right hand of equation (38) is continuous. And for the second term, we have

$$
\begin{align*}
\int_{0}^{t+\tau} & d s e^{i(t+\tau-s) \hat{\Delta}_{ \pm}} \Xi(s)-\int_{0}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \Xi(s) \\
& =\int_{0}^{t+\tau} d s\left[e^{i(t+\tau-s) \hat{\Delta}_{ \pm}}-e^{i(t-s) \hat{\Delta}_{ \pm}}\right] \Xi(s)  \tag{40}\\
& +\int_{t}^{t+\tau} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \Xi(s)
\end{align*}
$$

for fixed $t \in I$ and any $\tau$ such that $t+\tau \in I$. Then, the Lebesgue Dominated Convergence theorem implies that the second term in the right hand of equation (38) is continuous at $t$.

We note that

$$
\begin{equation*}
\hat{B} \Gamma=\hat{B} e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s \hat{B} e^{i(t-s) \hat{\Delta}_{ \pm} \Xi(s)} \tag{41}
\end{equation*}
$$

by the definition (38). Since $\Xi$ is the solution of the equation (16), we obtain

$$
\begin{equation*}
\hat{B} \Gamma=\hat{B} e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s \hat{B} e^{i(t-s) \hat{\Delta}_{ \pm}} \Xi(s)=\Xi . \tag{42}
\end{equation*}
$$

That is

$$
\begin{equation*}
\hat{B} \Gamma=\Xi \tag{43}
\end{equation*}
$$

Then, inserting the equation (43) into the equation (38), we deduce

$$
\begin{equation*}
\Gamma(t)=e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \hat{B} \Gamma(s) \tag{44}
\end{equation*}
$$

It implies that $\Gamma(t)$ is a solution of the equation (15). Then the estimate (21) follows from (43) and (19).
(iii) Suppose $\Gamma_{1}(t), \Gamma_{2}(t) \in \mathscr{W}_{\xi}^{\alpha}(J)$ are two solutions to (15) with the same initial datum $\Gamma_{0} \in \mathscr{H}_{\xi}^{\alpha}$. Let $\widetilde{\Gamma}(t)=\Gamma_{1}(t)-\Gamma_{2}(t)$, then $\widetilde{\Gamma}(t)$ satisfies that

$$
\begin{equation*}
\widetilde{\Gamma}(t)=-i \mu \int_{0}^{t} e^{i(t-s) \hat{\Delta}_{ \pm}} \hat{B} \widetilde{\Gamma}(s) d s \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{B} \widetilde{\Gamma}(t) \in L_{t \in J}^{1} \mathscr{H}_{\xi}^{\alpha} \tag{46}
\end{equation*}
$$

Next, we will prove that $\widetilde{\Gamma}(t)=0$ in any compact interval $\left[T_{1}, T_{2}\right] \subset J$ with $T_{1}<0<T_{2}$. Set

$$
\begin{equation*}
T^{*}=\sup \left\{0 \leq t \leq T_{2} \mid \widetilde{\Gamma}(s)=0, s \in[0, t]\right\} \tag{47}
\end{equation*}
$$

If $T^{*}<T_{2}$, then by translation $s \rightarrow T^{*}+s$ we obtain the equation

$$
\begin{equation*}
\widetilde{\Gamma}\left(T^{*}+\tau\right)=-i \mu \int_{0}^{\tau} e^{i(\tau-s) \hat{\Delta}_{ \pm}} \hat{B} \widetilde{\Gamma}\left(T^{*}+s\right) d s \tag{48}
\end{equation*}
$$

for any $\tau \in\left(0, T_{2}-T^{*}\right)$. We note that

$$
\begin{equation*}
\hat{B} \widetilde{\Gamma}\left(T^{*}+\tau\right)=-i \mu \int_{0}^{\tau} \hat{B} e^{i(\tau-s) \hat{\Delta}_{ \pm}} \hat{B} \widetilde{\Gamma}\left(T^{*}+s\right) d s \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{B} \widetilde{\Gamma}\left(T^{*}+\tau\right) \in L_{\tau \in\left[0, T_{2}-T^{*}\right]}^{1} \mathscr{H}_{\xi}^{\alpha} \tag{50}
\end{equation*}
$$

Then, the uniqueness result in the part (i) of theorem 2.2 implies that

$$
\begin{equation*}
\hat{B} \widetilde{\Gamma}\left(T^{*}+\tau\right)=0, \quad \text { a.e. } \tau \in(0, \tilde{T}) \tag{51}
\end{equation*}
$$

where $\tilde{T}=\min \left\{\frac{1}{4\left(A C_{\xi}\right)^{2}}, T_{2}-T^{*}\right\}$. Inserting the equation (51) into (48) results $\widetilde{\Gamma}(t)=0$ for all $t \in\left[0, T^{*}+\tilde{T}\right]$. It is contradictive to the definition of $T^{*}$. Thus, $T^{*}=T_{2}$. It concludes that $\Gamma_{1}(t)=\Gamma_{2}(t)$ for all $t \in\left[0, T_{2}\right]$. Similarly, we can prove that $\Gamma_{1}(t)=\Gamma_{2}(t)$ for all $t \in\left[T_{1}, 0\right]$. Consequently, we prove that $\Gamma_{1}(t)=\Gamma_{2}(t)$ for any compact interval $\left[T_{1}, T_{2}\right] \subset J$ with $T_{1}<0<T_{2}$. It implies that $\Gamma_{1}(t)=\Gamma_{2}(t)$ in the interval $J$. It completes the proof.

### 3.3 The proof of theorem 2.3

Proof. We will construct a solution by using the theorem 2.2 again and again. Let $\Xi_{1}(t):=\Xi(t)$ and $\Gamma_{1}(t):=\Gamma(t), t \in[0, T]$, where $\Xi(t), \Gamma(t)$ are from the theorem 2.2. And set $I_{j}=[(j-1) T, j T], j=1,2, \cdots$. Now we consider the following equations:

$$
\begin{equation*}
\Xi_{j}(t)=\hat{B} e^{i(t-(j-1) T) \hat{\Delta}_{ \pm}} \Gamma_{j-1}((j-1) T)-i \mu \int_{(j-1) T}^{t} d s \hat{B} e^{i(t-s) \hat{\Delta}_{ \pm}} \Xi_{j}(s) \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{j}(t)=e^{i(t-(j-1) T) \hat{\Delta}_{ \pm}} \Gamma_{j-1}((j-1) T)-i \mu \int_{(j-1) T}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \hat{B} \Gamma_{j}(s) \tag{53}
\end{equation*}
$$

for $t \in I_{j}$. We note that the equations above for $j=1$ are exact the equations (16) and (15). Applying the part (ii) of the theorem 2.2, $\Gamma_{1}(t)=\Gamma(t) \in$ $C\left(I_{1}, \mathscr{H}_{\xi}^{\alpha}\right)$. Then, $\Gamma_{1}(T) \in \mathscr{H}_{\xi}^{\alpha}$ makes sense. Next, we solve the equation (52) for $j=2$ by using the theorem 2.2. Then, we can construct a solution $\Gamma_{2}(t) \in C\left(I_{2}, \mathscr{H}_{\xi}^{\alpha}\right)$ to the equation (53) for $j=2$ just as do the part (ii) of the theorem 2.2. In addition, the following estimates

$$
\begin{equation*}
\left\|\Gamma_{2}\right\|_{C\left(I_{2}, \mathscr{H}_{\xi}^{\alpha}\right)} \leq 2 \Gamma(T)\left\|_{\mathscr{H}_{\xi}^{\alpha}} \leq 2^{2}\right\| \Gamma_{0} \|_{\mathscr{H}_{\xi}^{\alpha}} \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\hat{B} \Gamma_{2}(t)\right\|_{L_{t \in I_{2}}^{1} \mathscr{H}_{\xi}^{\alpha}} \leq\|\Gamma(T)\|_{\mathscr{H}_{\xi}^{\alpha}} \leq 2\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}} \tag{55}
\end{equation*}
$$

hold. By the mathematical induction, we deduce that

$$
\begin{equation*}
\Gamma_{j}(t) \in C\left(I_{j}, \mathscr{H}_{\xi}^{\alpha}\right), \Gamma_{j}((j-1) T)=\Gamma_{j-1}((j-1) T) \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\Gamma_{j}\right\|_{C\left(I_{j}, \mathscr{H}_{\xi}^{\alpha}\right)} \leq 2^{j}\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}} \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\hat{B} \Gamma_{j}(t)\right\|_{L_{t \in I_{j}}^{1} \mathscr{H}_{\xi}^{\alpha}} \leq 2^{j-1}\left\|\Gamma_{0}\right\|_{\mathscr{H}_{\xi}^{\alpha}} . \tag{58}
\end{equation*}
$$

Now, we extend the domain of $\Gamma(t)$ to $(T, \infty)$ such that

$$
\begin{equation*}
\Gamma(t)=\Gamma_{j}(t), t \in I_{j}, j=2, \ldots \tag{59}
\end{equation*}
$$

This definition makes sense because of (56). Then, $\Gamma \in C\left([0, \infty), \mathscr{H}_{\xi}^{\alpha}\right)$ is a solution to the GP hierarchy (15). In fact, suppose that

$$
\begin{equation*}
\Gamma(t)=e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \hat{B} \Gamma(s), t \in[0,(j-1) T] \tag{60}
\end{equation*}
$$

then (53) and (60) imply that for $t \in I_{j}$

$$
\begin{align*}
\Gamma(t)= & e^{i(t-(j-1) T) \hat{\Delta}_{ \pm}} \Gamma((j-1) T)-i \mu \int_{(j-1) T}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \hat{B} \Gamma(s) \\
= & e^{i(t-(j-1) T) \hat{\Delta}_{ \pm}}\left[e^{i(j-1) T \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{(j-1) T} d s e^{i((j-1) T-s) \hat{\Delta}_{ \pm}} \hat{B} \Gamma(s)\right]  \tag{61}\\
& -i \mu \int_{(j-1) T}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \hat{B} \Gamma(s) \\
= & e^{i t \hat{\Delta}_{ \pm}} \Gamma_{0}-i \mu \int_{0}^{t} d s e^{i(t-s) \hat{\Delta}_{ \pm}} \hat{B} \Gamma(s) .
\end{align*}
$$

Consequently, mathematical induction implies that $\Gamma$ is a solution to the GP hierarchy (15) on $[0, \infty)$. Further more, the estimates (23) and (24) are from (57) and (58). Similarly, we can deal with GP hierarchy (15) for $t \in(-\infty, 0)$. Finally, the uniqueness property of the solution follows from the part (iii) of the theorem 2.2 under the assumptions that the solutions belong to the spaces $\mathscr{W}_{\xi}^{\alpha}(J)$. It completes the proof.
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