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Abstract 

Optimization of makespan in scheduling is a highly 
desirable research topic, deadlock detection and 
prevention is one of the fundamental issues. 
Supported by what learned from this class, a 
reinforcement learning approach is developed to 
unravel this optimization difficulty. By evaluating 
this RL model on forty classical non-buffer 
benchmarks and compare with other alternative 
algorithms, we presented a near-optimal result. 
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Introduction 

Due to buffer-less setting, deadlock (DL) occurs 
frequently in resource sharing environment and 
concurrent computing systems. A deadlock is a state 
in which each member of a group of actions is 
waiting for some other member to release a lock. [1] 
Once this DL state occurred, workflow would stack 
in a fixed loop and never discharged. Figure 1 
present a typical scheduling problem: 3 jobs need to 
be operated on 3 different machines following 
different sequences, each machine can only operate 
one job each time. How to schedule jobs in specific 
sequence to minimize total makespan aka processing 
time without deadlock is a typical optimization 
problem. Due to limitation of resources, deadlock 
happened frequently, other than a feasible solution, 
to find the global optimal deadlock free solution is 
difficult. There are certain methods to solving 
deadlock problems: 1. Do nothing, 2. Kill the 
workflow, 3. Preempt and rollback. Other than kill 
the workflow, deadlock detection algorithms are 
more efficient in most cases and additionally, 
deadlock free scheduler would enable the realtime 
control for engineering system. Preventing or 
avoiding deadlock helping maintain system 
performance aka makespan stay at positive level. A 
simple head-tail scheduling example is present in 
Figure 2. The rectangle stands for resource Ri, 
symbol Pi stands for jobs, if rectangle is empty them 
means no job is operating on that resource. 

 

 

Evaluation 

There are 40 classical scheduling benchmark 
problems for testing. The design of these problems 
adopts complex structure to increase difficulty.  

Additionally, if these systems are buffer-less, find 
scheduling will harder. Gantt chart can be drawn 
based on a DL-free timesheet obtained by each 
scheduling benchmark [27-31]. As shown in Figures 
8 and 9, they present benchmark LA08 (15 × 5) and 
benchmark LA16 (10 × 10). We test the 
performance of our algorithm in this 40 
benchmarks with backtracking counting’s, we also 
compare the running time between with and 
without DL detection. Algorithms are written in 
Matlab. 

Conclusion 

Based on the ranking matrix, graph model and 
reinforcement learning, a new corresponding DL 
detection algorithm is proposed by us, and using 
that the author analyzed the general pattern of high-
level DL detection problem based on discrete 
system, using the classicalforty benchmark problems. 
However due to the heavy computation, some work 
might took very long term, but this can be solved in 
time while the computation speed is exponential 
increasing. This algorithm is developed under the 
buffer less environmental which is much more 
difficulty compare to real world. Therefore, it is 
worth believing that our algorithm should be 
extended to other resource sharing systems. Based 
on this DL detection algorithms, relax some certain 
constrains new limited buffer DL detection 
algorithms can be developed and can be widely 
applied in the mechanical system, parallel 
computing system, and the future is quite bright 
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