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le, we �rst propose the Riemann-Hilbert problem foruniformly ellipti
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e of solutions.1 Formulation of Riemann-Hilbert problem forellipti
 
omplex equations of �rst orderFirst of all, we introdu
e the linear ellipti
 equations of �rst order
wz̄=F (z, w, wz), F =Q1(z)wz+Q2(z)w̄z̄+A1(z)w+A2(z)w̄+A3(z), z∈D, (1.1)
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onditions.Condition C 1) Qj(z), Aj(z) (j = 1, 2, 3) are measurable in z ∈ D, andsatisfy
Lp[Aj , D] ≤ k0, j = 1, 2, Lp[A3, D] ≤ k1, (1.2)where p0, p (2 < p0 ≤ p), k0, k1 are non-negative 
onstants.2) The 
omplex equation (1.1) satis�es the uniform ellipti
ity 
ondition

|Q1(z)|+ |Q2(z)| ≤ q0 (< 1), (1.3)

q0 is a non-negative 
onstant.Let D be an N + 1 (N ≥ 1)-
onne
ted bounded domain in C with theboundary ∂D = Γ = ∪N
j=0Γj ∈ C1

µ (0 < µ < 1). Without loss of generality, weassume that D is a 
ir
ular domain in |z| < 1, bounded by the (N + 1)-
ir
les
Γj : |z − zj| = rj , j = 0, 1, ..., N and Γ0 = ΓN+1 : |z| = 1, z = 0 ∈ D. In thisarti
le, the notations are as the same in Referen
es [4-12℄. Now we formulatethe Riemann-Hilbert problem for equation (1.1) as follows.Problem A The Riemann-Hilbert boundary value problem for (1.1) is to�nd a 
ontinuous solution w(z) in D satisfying the boundary 
ondition:

Re[λ(z)w(z)] = c(z), z ∈ Γ , (1.4)where λ(z), c(z) satisfy the 
onditions
Cα[λ(z),Γ ] ≤ k0 , Cα[c(z ),Γ ] ≤ k2 , (1.5)in whi
h λ(z) = a(z)+ ib(z), |λ(z)| = 1 on Γ , and α (1/2 < α < 1) ia a positive
onstant. The index K of Problems A is de�ned as follows:

K = K1 + · · ·+Km =

N
∑

j=0

1

2π
∆Γj

arg λ(z) (j = 0, 1, ..., N) (1.6)in whi
h the partial indexes Kj = ∆Γj
arg λ(z)/2π (j=0, 1, ..., N) of λ(z) areintegers.Due to when the index K < 0, Problem A may not be solvable, when

K ≥ 0, the solution of Problem A is not ne
essarily unique. Hen
e we put for-ward a well-posed-ness of Riemann�Hilbert problem with modi�ed boundary
onditions.Problem B Find a 
ontinuous solution w(z) of the 
omplex equation (1.1)in D satisfying the boundary 
ondition
Re[λ(z)w(z)] = c(z) + h(z), z ∈ Γ, (1.7)
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
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





if K < 0,

(1.8)

in whi
h hj(j = 0, 1, ..., N +1), h±m (m = 1, ...,−K − 1) are unknown real 
on-stants to be determined appropriately. Moreover we assume that the solution
w(z) satis�es the following point 
onditions

Im[λ(aj)w(aj)] = bj , j ∈ J ={1, ..., 2K+1}, if K ≥ 0, (1.9)where aj ∈ Γ0 (j = 1, ..., 2K + 1, if K ≥ 0) are distin
t �xed points; and
bj(j ∈ J) are all real 
onstants satisfying the 
onditions

| bj |≤ k3, j ∈ J, (1.10)herein k3 is a non-negative 
onstant. Problem B with A3(z,w) = 0 inD, c(z) =
0 on Γ and bj (j ∈ J) is 
alled Problem B0.We mention that the undetermined real 
onstants hj , h±m in (1.8) are forensuring the existen
e of 
ontinuous solutions, and the point 
onditions in (1.9)are for ensuring the uniqueness of 
ontinuous solutions in D. The advantagesof the new well-posed-ness is simpler than others (see [4-6,11℄).2 Integral representationof solutionsof Riemann-Hilbert problem for analyti
 fun
tionsNow we transform the boundary 
ondition (1.7) into the standard form and�rst �nd a solution S(z) of the modi�ed Diri
hlet problem with the boundary
onditionWe �rst transform the boundary 
ondition (1.7) into the standard form and�rst �nd a solution S(z) of the modi�ed Diri
hlet problem with the boundary
ondition

ReS(z)=S1(z)−θ(t), S1(t)=

{

arg λ(t)−K arg t, t ∈ Γ0,

arg λ(t), t∈Γj , j=1, ..., N,

θ(t) =

{

0, t ∈ Γ0,

θj , t ∈ Γj , j = 1, ..., N,
Im[S(1)] = 0,

(2.1)
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onstants. Thus the boundary 
ondition (1.7)into the standard boundary 
ondition
Re[λ(t)w(t)]=Re[Λ(t)Ψ(t)]=c(t)+h(t), t∈Γ,

w(z) = eiS(z)Ψ(z),

Λ(t)=λ(t)eiS(t)=

{

tK , t ∈ Γ0,

eiθj , t∈Γj , j=1, ..., N,

X(z)=

{

zKeiS(z), z∈Γ0,

eiθjeiS(z), z∈Γj, j=1, ..., N,

(2.2)

where the index is also equal to K, and the point 
onstant (1.9) is also equalto
Im[Λ(aj)Ψ(aj)] = bj , j ∈ J, (2.3)and Ψ(z) satis�es the 
omplex equation

Ψz̄={Φ[z,Ψ(z)eiS(z), [Ψ(z)eiS(z)]z}e
−iS(z) − iS ′Ψ(z)},

Ψz̄=Q1(z)Ψz+e
−2iReS(z)Q2(z)Ψz̄+[A1(z)+e

−iS(z)(eiS(z))′Q1]Ψ

+[e−2iReS(z)A2+e
−iS(z)(e−iS(z))z̄]Ψ+e−iS(z)A3, z∈D.

. (2.4)The above boundary value problem will be 
alled Problem B′. It is easy tosee the equivalen
e of Problem B with the boundary 
onditions (1.7), (1.9) for(1.1) and Problem B′ with the boundary 
onditions (2.2), (2.3) for (2.4).Theorem 2.1 Under the above 
onditions, Problem B with the index K ≥
0 for analyti
 fun
tions has a unique solution, whi
h 
an be expressed by theintegral as stated in (2.10) below.Proof In this 
ase: the indexK ≥ 0, if there are two solutionsΨ1(z), Ψ2(z)two solutions of Problem B′ for analyti
 fun
tions, then Ψ(z) = Ψ1(z)−Ψ2(z)satis�es the boundary 
onditions

Re[Λ(t)Ψ(t)] = h(t), t∈Γ,

Im[Λ(aj)Ψ(aj)] = 0, j ∈ J,thus we 
an derive the 
ontra
tion inequality
2K + 1 ≤ 2ND +NΓ = 2K,where ND, NΓ are denoted the zero numbers of Ψ(z) in D and Γ respe
tively,this zero points formula 
an be seen as in [1,5℄. This 
ontradi
tion veri�es
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Ψ(z) ≡ 0 in D, and then Ψ1(z) = Ψ2(z) in D. Hen
e the solution of ProblemB for analyti
 fun
tions is unique.Next we shall �nd the solution of Problem B′, and then obtain the solutionof Problem B. We 
an introdu
e

P0(z, t)=PN+1(z, t)=

{
X(z)λ(z)c(t)(t + z)

X(t)(t− z) t
, t ∈Γ0,

0, t ∈ Γj , j = 1, ..., N,

Pj(z, t) =

{ eiθjX(z)λ(z)c(t)(t + z − 2zj)

X(t)(t− z)(t− zj)
, t ∈ Γj,

0, t ∈ Γ \Γj, j = 1, ..., N,

(2.5)

and �nd a solution of the boundary value problem with the boundary 
ondi-tions
Re[Λ(z)P∗(z, t)]=−Re[Λ(z)Q(z, t)]+h(z, t), z∈Γ,

Q(z, t) =
N+1
∑

m=1,m6=j

Pm(z, t), z ∈ Γj, j=1, ..., N+1,

Im[Λ(aj)P∗(aj , t)] = −Im[Λ(aj)Q(aj , t)], j ∈ J,

(2.6)and
P (z, t) =

N+1
∑

j=1

Pj(z, t) + P∗(z, t), t ∈ Γ (2.7)is the S
hwarz kernel of Problem B′. Thus we get the representation of solutionsof Problem B as follows:
Ψ(z) =

1

2πi

∫

Γ

P (z, t)c(t)dt+Ψ0(z), (2.8)in whi
h Ψ0(z) is the solution of 
orresponding homogeneous problem, whi
h
an be determined by some point 
onditions
Im[Λ(aj)Ψ0(aj)] = bj − Im[

Λ(aj)

2πi

∫

Γ

P (aj , t)c(t)dt], j ∈ J. (2.9)Thus the solution of original boundary value problem (Problem B) 
an beexpressed as
w(z) = Φ(z) = Ψ(z)eiS(z) =

1

2πi

∫

Γ

T (z, t)c(t)dt+ Φ0(z), (2.10)where T (z, t)=P (z, t)eiS(z), T (z, t) is the S
hwarz kernel, and w0(z) = Φ0(z)=
Ψ0(z)e

iS(z) is a solution of Problem B0 with the point 
onditions
Im[λ(aj)Φ0(aj)] = bj − Im[

λ(aj)

2πi

∫

Γ

T (aj, t)c(t)dt], j ∈ J. (2.11)
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onditions, Problem B with the index K <
0 for analyti
 fun
tions has a unique solution, whi
h 
an be expressed a integralas stated in (2.16) below.Proof The unique of solutions of Problem B for analyti
 fun
tions 
anseen as in [5℄. Moreover similar to the proof of Theorem 2.1, we �rst �nd thesolution of Problem B′. If K < 0, we introdu
e

P0(z, t) = PN+1(z, t) =











2z|K|eiS(z)λ(t)c(t)

eiS(t)(t− z)t|K|
, t∈Γ0,

0, t ∈ Γj , j = 1, ..., N,

Pj(z, t) =











eiθjeiS(z)λ(t)c(t)(t + z − 2zj)

eiS(t)(t− z)(t− zj)
, t∈Γj ,

0, t ∈ Γ\Γj, j=1, ..., N,

(2.12)

Similarly to the proof of Theorem 2.1, we 
an �nd a solution of the boundaryvalue problem with the boundary 
onditions
Re[Λ(z)P∗(z, t)]=−Re[Λ(z)Q(z, t)]+h(z, t), z∈Γ,

Q(z, t)=
N+1
∑

m=1,m6=j

Pm(z, t), z ∈ Γj , j=1, ..., N+1,
(2.13)and

P (z, t) =
N+1
∑

j=1

Pj(z, t) + P∗(z, t), t ∈ Γ (2.14)is the S
hwarz kernel of Problem B′. Thus we get the representation of solutionsof Problem B′ as follows:
Ψ(z) =

1

2πi

∫

Γ

P (z, t)c(t)dt. (2.15)Thus the solution of original boundary value problem (Problem B) 
an beexpressed as
w(z) = Φ(z) = Ψ(z)eiS(z) =

1

2πi

∫

Γ

T (z, t)c(t)dt, (2.16)in whi
h T (z, t) = P (z, t)eiS(z), T (z, t) is the S
hwaez kernel. In the abovedis
ussion, we have to use the N − 2K − 1 solvability 
onditions of Problem
B, if K < 0.
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omplex equationsWe �rst 
onsider the homogeneous boundary problem (Problem B0) for the
omplex equation (1.1), and give the integral representation of solutions ofProblem B0 for (1.1).Introdu
e the two double integral operator of homogeneous Riemann-Hilbertproblem in the simple 
onne
ted domain D as follows
T1 F = −

2

π

∫ ∫

D

[ F (ζ)

ζ − z
−
z2K+1F (ζ)

1− ζz

]

dσζ , if K ≥ 0,

T2 F = −
2

π

∫ ∫

D

[ F (ζ)

ζ − z
−
ζ
−2K−1

F (ζ)

1− ζz

]

dσζ if K < 0.

(3.1)It is easy to see that
Re[zK T1 F (z)] = 0 on Γ = {|z| = 1}, if K ≥ 0,

Re[zK T2 F (z)] = 0 on Γ = {|z| = 1}, if K < 0,
(3.2)if there are −2K−1 solvability 
onditions hold, namely −2K−1 real equalitieshold, i.e.

ic0 −
2

π

∫ ∫

D

ζ−K−1F (ζ)dσζ, c0 is a real constant,

−
2

π

∫ ∫

D

[ζ−K−m−1F (ζ) + ζ
−K+m−1

F (ζ)]dσζ = 0, m = 1, ...,−K−1.

(3.3)(see (1.33), Chapter II, [6℄).For the N+1-
onne
ted domain D (N > 0), the solution of homogeneousRiemman-Hilbert boundary value problem (Problem B0) 
an be similarly rep-resented by
T̃F = −

2

π

∫ ∫

D

[P (z, ζ)F (ζ) +Q(z, ζ)F (ζ)]dσζ = TF +
N+1
∑

j=1

+T∗F,

P (z, ζ) =
1

2
[G1(z, ζ) +G2(z, ζ) +H1(z, ζ)−H2(z, ζ)], z, ζ ∈ D,

Q(z, ζ) =
1

2
[G1(z, ζ)−G2(z, ζ) +H1(z, ζ) +H2(z, ζ)], z, ζ ∈ D,
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G1(z, ζ)=

1

ζ−z
+

N+1
∑

j=1

gj(z, ζ), G2(z, ζ)=
1

ζ−z
−

N+1
∑

j=1

gj(z, ζ), z, ζ∈D,

g0(z, ζ) = gN+1(z, ζ) =
z2K+1

1− ζz
if K ≥ 0 and

ζ
−2K−1

1− ζz
if K < 0,

gj(z, ζ) =
e2iθj (z − zj)

r2j − (ζ − zj)(z − zj)
, j = 1, ..., N,

(3.4)

where H1(t, ζ), H2(t, ζ) are the solution with the boundary 
onditions
Re[Λ(t)H1(t, ζ)] + Re[Λ(t)

N+1
∑

m=1,m6=j

gm(t, ζ)] = h(t), t ∈ Γ,

Im[Λ(aj)H1(aj, ζ)]+Im[Λ(aj)
N+1
∑

m=1,m6=j

gm(aj , ζ)]=0, j∈J,

Re[Λ(t)iH2(t, ζ)] + Re[Λ(t)i

N+1
∑

m=1,m6=j

gm(t, ζ)]=h(t), t ∈Γ,

Im[Λ(aj)iH2(aj , ζ)]+Im[Λ(aj)i

N+1
∑

m=1,m6=j

gm(aj , ζ)]=0, j∈J,

(3.5)

and
T F = −

1

π

∫ ∫

D

F (ζ)

ζ − z
dσζ ,

Tj F = −
1

π

∫ ∫

D

e2iθj (z − zj)F (ζ)

r2j − (ζ − zj)(z − zj)
dσζ , j = 1, ..., N,

T0F = TN+1F = −
1

π

∫ ∫

D

g0(z, ζ)F (ζ)dσζ,

T∗F =
1

2π

∫ ∫

D

[(H1 −H2)F (ζ) + (H1 +H2)F (ζ)]dσζ .

(3.6)

In fa
t we only use the integral representation of Problem B0 form equation(1.1) later on.Theorem 3.1 Let the 
omplex equation (1.1) satisfy Condition C. Thenany solution w(z) (wz ∈ Lp0(D̄), 2 < p0 ≤ p) of Problem B for (1.1) possessesthe representation
w(z)=Φ(z)+T̃ ρ, (3.7)where ρ(z) = wz̄, Φ(z) is an analyti
 fun
tion as stated in (2.5) or (2.12) in

D, and T̃ ρ is as stated in (3.6), and Φ(z) satis�es the estimates
Cβ[Φ(z), D] ≤M1, Lp0 [Φ

′(z), D] ≤M2, (3.8)
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h β = 1 − 2/P0, Mj = Mj(p0, β, k,D)), j = 1, 2, k = k(k0, k1, k2, k3).Moreover T̃ ρ satis�es the homogeneous boundary 
ondition of Problem B, and
S̃F = F̃z possesses the properties

||S̃F ||Lp0
(D) ≤ Λ̃||F ||Lp0

(D), Λ̃ ≤ 1, if K ≤ 0. (3.9)and for a positive number q0 < 1 there exists a 
onstant 2 < p0 ≤ P su
h that
q0Λ̃p0 < 1. (3.10)By using (3.6), Chapter I, [1℄, Theorems 2.1 and 2.2, we 
an get (3.10),and (3.11),(3.12) 
an be obtained by the method of Theorem 3.5, Chapter I,[4℄ and Lemma 2.7, Chapter II, [6℄.4 The method of integral equations for solvingRiemann-Hilbert problem for ellipti
 
omplexequations in multiply 
onne
ted domainsBy using the method as in Theorems 4.6-4.7, Chapter II, [4℄ and Se
tion 4,Chapter III, [11℄, we 
an derive the solvability results about Problem B forequation (1.1) with Condition C. First of all, we give the estimates of solutionsof Problem B for the equation (1.1).Theorem 4.1 Suppose that the �rst order 
omplex equation (1.1) satis�esCondition C. Then any solution w(z) of Problem B for the 
omplex equation

(1.1) satis�es the 
onditions
Cβ[w(z), D] < M3, , Lp0[|wz̄|+ |wz|, D] ≤ M4, (4.1)in whi
h β = 1 − 2/p0, k = k(k0, k1, k2, k3), Mj = Mj(q0, p0, β, k,D), j = 3, 4)are positive 
onstants.Proof Due to the solution w(z) of Problem B for the 
omplex equation(1.1) 
an be expressed as (3.9), and the analyti
 fun
tion Φ(z) possesses theproperties in (3.10), it is ne
essary to 
onsider any solution W (z) of the 
om-plex equation of W (z) = T̃ω:

Wz̄=Q1(z)Wz +Q2(z)W z̄ + A1(z)W + A2(z)W̄ + A(z),

A=Q1(z)Φ
′(z)+Q2(z)Φ′(z)+A1(z)Φ(z)+A2(z)Φ(z)+A3(z),

}

z ∈ D,

(4.2)where A(z) ∈ Lp0(D).
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B0 for the homogeneous equation

Wz̄=Q1(z)Wz +Q2(z)W z̄ + A1(z)W + A2(z)W in D (4.3)with the index K ≥ 0. The solution W (z) of (4.3) 
an be expressed as
W (z) = Ψ[ζ(z)]eφ(z) in D, (4.4)where ζ(z) = η(χ(z)) is a homeomorphism in D, whi
h quasi
onformally mapsD onto the N + 1-
onne
ted 
ir
ular domain G with boundary L = ζ(Γ) in

{|ζ | < 1}, su
h that three points on Γ onto three points on L respe
tively, Ψ(ζ)is an analyti
 fun
tion in G, φ(z) = iT̃1g(z), χ(z) = z+Th are the solutions ofthe 
omplex equations
φ(z) = iT̃1g, χ(z) = z + Th (4.5)of the 
omplex equations

φz̄ = [Q1 +Q2Wz/Wz]φz + A1 + A2W/W, z∈D,

χz̄ = [Q1 +Q2Wz/Wz]χz, z∈D,
(4.6)respe
tively, T̃1g is a double integral satisfying the modi�ed Diri
hlet boundary
ondition in D, χ(z) is a homeomorphism in D, ζ = η(χ) is a univalentanalyti
 fun
tion, whi
h 
onformally maps E = χ(D) onto the domain G,

ζ(z) = η[χ(z)] in D, and Ψ(ζ) is an analyti
 fun
tion in G. Due to S̃h = [T̃ h]zpossesses the properties in (3.9) and (3.10), and Πh = [Th]z has the similarproperties, we 
an get
Lp0 [g(z), D]≤Lp0 [|A1|+|A2|, D]/(1− q0Λ̃p0),

Lp0 [h(z), D]≤Lp0 [|A1|+|A2|, D]/(1− q0Λp0),by the prin
iple of 
ontra
t mapping, we 
an obtain that ψ(z), χ(z) of theequations in (4.6), and ψ(z), χ(z), ζ(z) satisfy the estimates
Cβ[φ,D] ≤ k4, Lp0[|φz̄|+ |φz|, D] ≤ k4, Lp0 [|χz̄|+ |χz|, D] ≤ k5,

Cβ[ζ(z), D] ≤ k4, Cβ[z(ζ), G] ≤ k4,
(4.7)in whi
h β = 1−2/p0, p0 (2 < p0 ≤ p), kj = kj(q0, p0, β, k0, k1, D) (j = 4, 5)are non-negative 
onstants dependent on q0, p0, β, k0, k1, D, and Ψ[ζ(z)] = T̃ ωsatis�es the the boundary 
ondition

Re[λ(z(ζ))Ψ(ζ)] = h(z(ζ)) in L (4.8)
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 fun
tions. If Φ(ζ) 6≡ 0, thus we 
anderive the 
ontra
tion inequality
2K + 1 ≤ 2ND +NΓ = 2K,where NG, NL are denoted the zero numbers of Ψ(ζ) in G and L respe
tively,this zero points formula is the same as in the proof of Theorem 2.1. This
ontradi
tion veri�es Ψ(ζ) ≡ 0 in G, and then W (z) ≡ 0 in D. Hen
e thesolution of Problem B0 for (4.2) is unique.If K < 0, we 
an use Theorem 4.12, [1℄, i.e. Problem B0 has a solution

W (z) = Ψ[ζ(z)]eiφ(z) in D if and only if h[z(ζ)] satis�es the 
onditions
∫

L

[Λ(ζ)]−1Φn(ζ)h[z(ζ)]ζ
′(s)ds = 0, n = 1, ..., N−2K−1, (4.10)where Λ(ζ) = λ(z(ζ)), Φn(ζ) (n = 1, ..., N−2K−1) are linearly independentsolutions of the 
orresponding 
onjugate homogeneous problem B′

0 with theboundary 
ondition
Re[[Λ(ζ)]−1Φn(ζ)ζ

′(s)] = 0, ζ ∈ L, n = 1, ..., N−2K−1, (4.11)whose index is K ′ = N −K − 1. Thus
N
∑

j=0

hj

∫

Lj

Im[Λ(ζ)]−1Φn(ζ)ζ
′(s)ds

+

−K−1
∑

m=1

∫

L0

Re[(h+m + ih−m)[z(ζ)]
m]Im[Λ(ζ)]−1Φn(ζ)ζ

′(s)]ds=0,

n = 1, ..., N − 2K − 1.If hj = 0 (1, ..., N), h±m (m = 1, ...,−K − 1) are not all equal to zero, then the
oe�
ients determinant of the above algebrai
 system 
ertainly equals zero.Therefore we 
an �nd real 
onstants c1, ..., cN−2K−1, whi
h are not all equal tozero, su
h that
∫

Lj

Im[Λ(ζ)]−1Φ(ζ)ζ ′(s)ds = 0, j = 0, 1, ..., N,

∫

Lj

Im[[Λ(ζ)]−1Φ(ζ)ζ ′(s)

{

cos[m arg z(ζ)]

sin[m arg z(ζ)]

}

]ds = 0, m=1, ...,−K−1.where Φ(z) =
∑N−2K−1

n=1 cnΦn(z) is a solution of Problem B′
0 and Φ(z) 6= 0 in

G = ζ(D). From the �rst formula in (4.13), there exists points a∗j ∈ Lj (j =
1, ..., N) so that

Λ(ζ)]−1Φ(ζ)ζ ′(s)|ζ=a∗
j
= 0, i.e. Φ∗(a∗j ) = 0, j = 1, ..., N.
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 fun
tion in D0={|z|<1}, whi
h satis�esthe boundary 
ondition
U(z) = Im[[Λ(ζ)]−1Φ(ζ)ζ ′(s)]|ζ=ζ(z) on |z| = 1.Let s = s(θ) denote the 
orresponding relation between s and θ in ζ = eis =

ζ(eiθ). Then we have
U(z) =

1

2π

∫ 2π

0

U(t)Re
t+ z

t− z
ds(θ) = Re

z|K|

π

∫ 2π

0

U(t)ds(θ)

t|K]−1(t− z)
in |z| < 1.

(4.12)From the above formula and the se
ond formula in (4.7), we 
an see that thereexists the points a∗j ∈ L0 (j = N + 1, ..., N−2K), so that
[Λ(ζ)]−1Φ(ζ)ζ ′(s)]|ζ=a∗

j
= 0, i.e. Φ(a∗j ) = 0, j = N + 1, ...N−2K.Thus we get the absurd inequality

2N − 2K ≤ 2NG +NL = 2(N −K − 1) = 2N − 2K − 2This 
ontradi
tion proves that
hj = 0 (j = 0, 1, ..., N), h±m = 0 (m = 1, ...,−K − 1)in (4.7), and so Φ(ζ) = 0 in G. Consequently W (z) = 0 in D, and then

W1(z) = W2(z) in D. This prove the uniqueness of solutions of Problem B0with the index K < 0.Denote 4d = minz∈Γ |z| and D1 = {|z| ≤ d}, D2 = {d < |z| ≤ 2d}, D3 =
{2d < |z| ≤ 3d}, D4 = {3d < |z| ≤ 4d}, and 
onstru
t two 
ontinuouslydi�erential fun
tions

τ1(z) =











0 in D1,

1 in D\{D1 ∪D2},

τ1(z) in D2,

τ2(z) =











1 in D1 ∪D2,

0 in D\{D1 ∪D2 ∪D3},

τ2(z) in D3,where 0 ≤ τ1(z) ≤ 1 in D2 and 0 ≤ τ2(z) ≤ 1 in D3. From (4.2), we see thattwo fun
tions W̃ (z) = τ1(z)z
−KW (z) and Ŵ (z) = τ2(z)W (z) are the solutionsof following 
omplex equations

W̃z̄ = Q1W̃z+Q2W̃ z̄ + A1(z)W̃ + [A2(z)τ1z
−K/τ1z−K ]W̃ + Ã,

Ã = [(τ1z
−K)z̄−Q1(τ1z

−K)z]W−Q2(τ1z−K)zW+τ1z
−KA(z) in D,

Ŵz̄ = Q1Ŵz+Q2Ŵ z̄+A1(z)Ŵ + [A2(z)τ2/τ2(z)]Ŵ + Â,

Â = [τ1z̄ −Q1τ1z]W −Q2τ1zW + τ2A(z) in D,

(4.13)
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onditions
Re[Λ(z)W̃ (z)] = h(z) on Γ,

Re[Λ(z)Ŵ (z)] = 0 on Γ,
(4.14)respe
tively, the indexes of above boundary value problems are equal to κ = 0,and the fun
tion W (z) is bounded in D from (3.8),(3.9),(4.4),(4.7). Moreoverby using Theorem 4.3, Chapter II, [4℄, or the the redu
tion to absurdity asstated in the se
ond method below, we 
an obtain the estimates

Cβ[W̃ (z), D] ≤M5, Lp0[|W̃z̄|+ |W̃z|, D] ≤ M6,

Cβ[Ŵ (z), D] ≤M7, Lp0[|Ŵz̄|+ |Ŵz|, D] ≤ M8,where Mj = Mj(q0, p, β, k,D) (j = 5, 6, 7, 8) are positive 
onstants. In parti
-ular we have
Cβ[W (z), D\{D1 ∪D2}] ≤M5, Lp0[|Wz̄|+ |Wz|, D\{D1 ∪D2}] ≤ M6,

Cβ[W (z), D1 ∪D2] ≤ M7, Lp0[|Wz̄|+ |Wz|, D1 ∪D2] ≤M8.Combining the above estimates, we get
Cβ[W (z), D] ≤M9 =M9(M5,M7, τ1, τ2, K),

Lp0[|Wz̄|+ |Wz|, D] ≤M10 =M10(M6,M8, τ1, τ2, K).
(4.15)Next we prove the solvability of Problem B for the equation (1.1).Theorem 4.2 Under the 
onditions in Theorem 4.1, Problem B for (1.1)is solvable.Proof We use the Fredholm theorem of integral equation

ω(z)=Q1(z)S̃w+Q2(z)S̃ω+A1(z)T̃ ω+A2(z)T̃ ω(z)+A(z), ω(z)∈Lp0(D),
(4.16)whi
h is 
orresponding to the 
omplex equation (4.2) trough the relation

W (z) = T̃ω. Be
ause T̃ω is a 
omplete 
ontinuous operator, the inverse oper-ator of homogeneous integral equation
ω(z) = Q1(z)S̃w +Q2(z)S̃ω + A1(z)T̃ ω + A2(z)T̃ ω(z) (4.17)is also 
omplete 
ontinuous. Provided we verify that the homogeneous integralequation only has the trivial solution, then the above nonhomogeneous integralequation has a unique solution. In the following we shall prove that the aboveProblem B0 has no non-zero solution. Let W (z) be any solution of Problem
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B0, we shall verify W (z) ≡ 0 in D. In fa
t from the proof of Theorem 4.1,
W (z) 
an be repressed as

W (z) = [Ψ(ζ(z)) + ψ(z)]eφ(z) in D,where φ(z), Ψ[ζ(z)] are as sated as in (4.5), ψ(z) = Th = 0 is the solution ofthe equation
ψz̄ = [Q1 +Q2Wz/Wz]ψz in D,and Ψ(ζ) is an analyti
 fun
tion in G satisfying the homogeneous boundary
ondition of Problem B0, hen
e by the proof of Theorem 4.1, Ψ(ζ) ≡ 0 inD andthenW (z) ≡ 0 in D. This show that the above homogeneous integral equationonly has zero solution, and then the nonhomogeneous integral equation has aunique solution.Theorem 4.3 Let the system (1.1) satis�es Condition C. Then Problem

A (K ≤ 0) has −2K + N − 1 solvability 
onditions and its solution w(z) 
anbe written in the form w(z) = Φ(z) + T̃ ρ, where Φ(z), T̃ ρ are as stated in
(3.9). Moreover if K ≥ 0, under N solvability 
onditions, the general solutionof Problem A 
an be written as

w(z) = w0(z) +
2K+1
∑

k=1

dkwk(z), (4.18)where w0(z) is a solution of nonhomogeneous boundary value problem (Prob-lem A) forb (1.1), and dk (k = 1, ..., 2K + 1) are the arbitrary real 
onstants,
wk(z) (k = 1, ..., 2K + 1) are linearly independent solutions of homogeneousboundary value problem (Problem A0) for (1.1).Proof The above theorem shows that the general solution of Problem
B for (1.1) in
ludes the number of arbitrary real 
onstants as stated in theabove theorem. In fa
t, for the linear 
ase of the 
omplex equation (1.1)satisfying Condition C, under N solvability 
onditions, its general solutionof Problem A with the index K ≥ 0 
an be written as (4.18), where w0(z)is a solution of nonhomogeneous boundary value problem (Problem A), and
dk (k = 1, ..., 2K+1) are the arbitrary real 
onstants, wk(z) (k = 1, ..., 2K+1)are linearly independent solutions of homogeneous boundary value problem(Problem A0), whi
h 
an be satis�ed the point 
onditions

Im[λ(aj)wk(aj)] = δjk, j, k = 1, ..., 2K + 1,where δjk = 1, if j = k = 1, ..., g and δjk = 0, if j 6= k, 1 ≤ j, k ≤ 2K + 1.
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